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. OVERVIEW OF THE COMMUNITY TRACKING STUDY
AND THE HOUSEHOLD SURVEY

The Community Tracking Study (CTS) isanationd study of the rapidly changing hedlth care market
and the effects of these changes on people.! Funded by The Robert Wood Johnson Foundation, the study
is being conducted by the Center for Studying Health System Change (HSC). Information about other
aspectsof the CTSisavailable from HSC at www.hschange.com or by e-mail (center@hschange.com).

MathematicaPolicy Research, Inc. (MPR) wasthe primary contractor for the household survey design,
instrument devel opment, sampl edesign and i mplementation, most of theinterviewing, weighting, and
varianceestimation. Battelle, Inc. and CODA, Inc. assisted with the telephone interviewing. Socia and
Scientific Systems, Inc. (SSS) wasinstrumenta in converting theraw survey datainto adatafilesuitable

for analysis. MPR and SSS collaborated to prepare the CTS Public Use File and its documentation.

A. CTSOBJECTIVES

The overal god of the CTS--to develop an information base designed to track and analyze change
inthe nation’ s hedth care market and to inform public and private decision makers about these changes--

has three component objectives:

1. Tracking Changesin Health Systems The study’ sfirst objective isto document changes
inthe health system through intensive study of selected communities. Themajor changesthat
have been reported in the hedth system include consolidation of the market a dl levels (medicd
groups, hospitals, insurers, and health plans); vertical integration of providers(for example,
hospitals and physicians) and of insurers and providers; increased risk sharing by providers,
growth of large, national, for-profit heal th are enterprises; and the adoption of new techniques

'An overview of the Community Tracking Study is contained in Kemper et al. (1996). A
description of the survey designis aso included in Center for Studying Health System Change (1998).
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for managing clinical care (clinical information systems, quality improvement techniques,
utilization management, and so forth).

2. Tracking Changes in Access, Service Delivery, Cost, and Perceived Quality. The
second objective of the study isto monitor the effects of health system change on people by
tracking indicators of these effects, including favorable or unfavorable changesin accessto
care, service use and delivery, and quality and cost of care.

3. Understanding the Effects of Health System Change on People. The third objective

of the study isto understand how differencesin hedth systemsarerelated to differences in
access, service delivery, cost, and perceived quality. Thisobjectivewill be achieved by

anayzing-- qualitatively and quantitatively--the rel ationship between health systems and
access, delivery, cost, and perceived quality.

Centrd to the design of the study isits community focus. Thisfocus was established because hedth
caeddivery isprimarily loca and differsfrom one community to the next asaresult of history, culture, and
sateandlocd policy. Therefore, to andyzeand understand ingtitutiona changesintheddivery sysemand
their effectson people, it isnecessary to obtaininformation at thelocal level. Tothisend, 60 communities,
listedin Tablel.1, wererandomly selected to form the core of the CTS and to be representative of the
nation asawhole.? Of these communities, 12 wererandomly chosen for moreintensive study. They are

referred to asthe high-intensity sites.

1. Analytic Components of the Community Tracking Study
The CTShasquadlitative and quantitative components. For instance, case studiesare being conducted
inthe12 high-intengity sites. Thefirst round of comprehensive case studiesof the hedth syssem wasbegun

in 1996 and continued through 1997. The findings were available from HSC3,

*The CTS covers the contiguous 48 states. Alaska and Hawaii were not part of the study.

3Center for Studying Health System Change (1997a).
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TABLEI.1

SITES SELECTED FOR THE COMMUNITY TRACKING STUDY

High-Intensity Sites

Low-Intensity Sites

Metro Areas >200,000 Metro Areas >200,000 Metro Areas <200,000 Nonmetropolitan
Population Population Population Areas
01-Boston (MA) 13-Atlanta (GA) 49-Dothan (AL) 52-West Central
02-Cleveland (OH) 14-Augusta (GA/SC) 50-Terre Haute (IN) Alabama

03-Greenville (SC)
04-Indianapolis (IN)
05-Lansing (M1)
06-Little Rock (AR)
07-Miami (FL)
08-Newark (NJ)
09-Orange County (CA)
10-Phoenix (AZ)
11-Seattle (WA)
12-Syracuse (NY)

15-Baltimore (MD)
16-Bridgeport (CT)
17-Chicago (IL)
18-Columbus (OH)
19-Denver (CO)
20-Detroit (M1)
21-Greenshoro (NC)
22-Houston (TX)
23-Huntington (WV/KY/OH)
24-Killeen (TX)
25-Knoxville (TN)
26-LasVegas (NV/AZ)
27-Los Angeles (CA)
28-Middlesex (NJ)
29-Milwaukee (WI)
30-Minneapolis (MN/WI)
31-Modesto (CA)
32-Nassau (NY)

33-New York City (NY)
34-Philadel phia (PA/NJ)
35-Pittsburgh (PA)
36-Portland (OR/WA)
37-Riverside (CA)
38-Rochester (NY)
39-San Antonio (TX)
40-San Francisco (CA)
41-Santa Rosa (CA)
42-Shreveport (LA)
43-St. Louis (MO/IL)
44-Tampa (FL)

45-Tulsa (OK)
46-Washington (DC/MD)
47-West Palm Beach (FL)
48-Worcester (MA)

51-Wilmington (NC)

53-Central Arkansas
54-Northern Georgia
55-Northeastern Illinois
56-Northeastern Indiana
57-Eastern Maine
58-Eastern North Carali
na
59-Northern Utah
60-Northwestern
Washington

NOTE: Numbers correspond with coding of the site identification variable in the survey.



This qualitative information is complemented by survey data from the 12 communities and from an
additional 48 sites. Inal 60 sites, HSC smultaneoudy conducted independent surveys of households,
physicians, and employers, enabling researchersto explorerel ationshipsamong purchasers, providers, and
consumers of hedlth care.®> The Followback Survey of Health Plan Organi zationsis another component
of the CTS. In this survey respondents to the CTS Household Survey who are covered by privately
financed hedlth insurance plans (employer, union, and privately purchased) will be“followed back” to the
organization that administersthe plan. Thiskind of survey providesinformation on available health plans
andidentifiestheparticular planinwhich each linked policyholder isenrolled. Thefeaturesof hedth plans
measured in the followback survey include basic managed care variables, network size, and provider
payment methods. Datafor al survey components will be collected on atwo-year cycle, allowing
researchersto track changesin the health care system over time. The round one surveys and case studies,

completed during 1996 and 1997, arethe basdline. Datacollection for round two began in August 1998.

2. The Household Survey

After sdlecting the sample Sites, we randomly sdlected households within each Ste. We dso randomly
selected households for the supplementa sample, an independent national sample. We determined the
composition of each household, grouped household membersinto family insurance units (FIUs), and

obtained information on each adult in each FIU.# If an FIU contained one child, we collected information

“The physician survey was conducted by HSC and will be made available asapublic usefile. The
employer survey was conducted by RAND in collaboration with HSC. Although these surveyswere
conducted in the same communities, they wereindependent of one another, and physiciansor employers
in the surveys cannot be linked to specific people.

*The FIU isbased on groupings of peopletypicaly used by insurance carriers. 1t includes an adult
(continued...)
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about that child. 1f an FIU contained two or more children, we collected information about one randomly
selected child. Figurel.1l shows an overview of survey procedures.

The Household Survey instrument covershedthinsurance, use of hedlth services, satisfaction with care,
health status, and demographic information. An adult in each FIU (the family informant) provided
information oninsurance coverage, health resource use, and usua sourceof carefor dl individuasinthe
FIU. Thisinformant also provided information on family® income aswell as on employment, earnings,
employer-offered insurance plans, and race/ethnicity of each adult in the FIU. Each adult in the FIU
(including the informant) responded through a self-response modul eto questions about unmet needs,
patient trust, sati sfaction with physician choice, detailed hedlth status, risk and smoking behaviors, and the
last physician visit. The self-response modul e included mostly subjective questionsthat could not be
answered reliably by proxy respondents. The family informant responded on behalf of the randomly
selected child about unmet needs and sati sfaction with physician choice. The adult family member who
took the child to hisor her last physician visit responded to questions about that visit. (Thisadult family
member may not have been the family informant.) A Spanish version of the instrument was aso fielded.

The survey wasadministered completely by tel ephone, using computer-ass sted telephoneinterviewing
technology. Although the vast mgority of the respondents were selected through the use of alist-assisted
random-digit-dialing sampling methodol ogy, familieswithout working telephones were represented in the

sample aswell. Field staff using cellular telephones enabled these families to complete interviews.

(...continued)
household member, spouse, and dependent children up to age 18 (or ages 18 to 22, if the child isin
school). A more detailed definition of the FIU is presented in Chapter 11.

®We use the term “family” to refer to individuals within the FIU.



FIGURE 1.1

OVERVIEW OF HOUSEHOLD SURVEY PROCEDURES

CTSdites selected
Nationa sample of Households sampled from
households CTSdtes
(Supplementd sample) (Site sample)

Persons enumerated and FIUs formed

I nformation collected All adultsin FIU
on one randomly interviewed
chosen child




I nterviewswith 60,446 individual sfrom 32,732 FlUswere compl eted between July 1996 and July 1997.
Inthe following chapters, we describe Site selection and sample design, survey design and preparation,

data collection procedures, and weighting and estimation.






1. SSTE SELECTION AND SAMPLE DESIGN

The Household Survey was administered to householdsin the 60 Community Tracking Study (CTS)
sitesand to anindependent nationa sample of households. Thesurvey’ sthree-tier sample design makes
it possible to develop estimates at the national and community (site) levels:

C Thefirg tierisasampleof 12 communitiesfrom which alarge number of households
in each community weresurveyed. The samplein each of these*high-intengity” sites
was large enough to support estimates in each site.

C Thesecondtier isasample of 48 communities from which a smaller sample of
househol dsin each community were surveyed. Thissampleof “low-intensity” sites
allows usto validate results from the high-intensity sites and permitsfindingsto be
generalized to the nation. Thefirst and second tierstogether are known asthe site
sample.

¢ Thethirdtierisasmaller, independent national sample known asthe supplemental
sample. This sample augments the site sample and substantially increases the
precision of national estimates with arelatively modest increase in total sample.

Inthefollowing sections, we discuss Site selection; sdlection of households, family insurance units (FIUS),

and individuds, sample size consderations; and procedures for selecting the random-digit-diaing (RDD)

and field samples.

A. CTSSITE SELECTION

The primary goa of the CTSwasto track health system change and its effects on people at the local
level. Determining which communities, or Stes, to sudy wasthereforethefirs stepin designingthe CTS
sample. Threeissueswere centrd to thissampledesign: (1) how siteswere defined, (2) how the number

for study was determined, and (3) how sites were selected.



1. Definition of Sites

Thefirst step wasto definethe sites. Siteswereintended to encompass|ocal health care markets.
Although there are no set boundaries for these local markets, the intent was to define areas such that
residents predominately used health care providers in their area and such that providers served
predominately arearesidents. Tothisend, we generaly defined sitesto be either metropolitan statistical
areas (M SAs) asdefined by the Office of Management and Budget or the nonmetropolitan portions of

economic areas as defined by the Bureau of Economic Analysis.

2. Number of Sites

The next step in creating the site sample wasto determine thenumber of high-intensity Sites. 1n making
this decision, we consdered the tradeoffs between data collection costs (case studies plus survey costs)
and theresearch benefitsof alarge sampleof sites. Thesebenefitsincludeagreater ability to empirically
examinethe relationshi p between system change andits effect on hedlth care delivery and consumers, and
to make the study findings more generalizable to the nation.

Despite the cost advantages of conducting intengve case studiesin fewer gtes, the smaller the number
of communities, the more difficult it isto distinguish between changes of genera importance and changes
or characteristics unique to acommunity. To solve the problem by increasing the number of case study
siteswould makethe cost of datacollection and analysisprohibitively high. Wetherefore chose 12 sites
for intengve study and added to this sample 48 sitesthat would be studied lessintensvely. These 60 high-

intensity and low-intensity sites form the site sample.

'For more details on the definition of CTS sites, refer to Metcalf et al. (1996)
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Therewas no formal scientific basisfor settling on 12 high-intensity sites, but this number reflectsa
bal ance between the benefits of studying arange of different communities and the costs of doing so.
Although this number isby no meanstrivia for an intensve case study design, the addition of 48 low-
intensity Sitessolvesthe problem of limited generalizability associated with only 12 Sites. The additional

48 sites also provide a benchmark for interpreting the representativeness of the high-intensity sites.

3. Site Selection

After the number of sitesfor the site sample was determined, the next step was to select the actual
stes. Shown previoudy in Tablel.1, the 60 Steswere chosen for thefirst stage of sampling. Siteswere
sampled by stratifying them geographically by region and selecting them randomly with probability in
proportion to population size. There were separate strata for (1) MSAs with a 1995 population of
200,000 or more, (2) MSAswith a1995 popul ation of lessthan 200,000, and (3) nonmetropolitan aress.
This sampling approach provided maximum geographic diversty, judged critica for the 12 high-intengity
sitesin particular, and acceptable natural variation in city size and degree of market consolidation.?

The 12 high-intensity siteswere selected randomly from among the 48 selected M SAswith 1995
populations of 200,000 or more. Of the 48 low-intengity sites, 36 are the remaining large metropolitan
areas (also having 1995 populations of 200,000 or more), 3 are small metropolitan areas (popul ations of
less than 200,000), and 9 are nonmetropolitan areas.

Together, the high-intensity and low-intensity sites account for about 90 percent of all survey

respondents. This site sample can be used to make national estimates. The sample may aso be used to

Additional information about the number of sites and the random selection of the site sampleis
availablein Metcalf et al. (1996).
11



make site-specific estimatesfor the high-intensity sites. However, site-specific estimatesfor the low-

intensity sites will be less precise because of the small sample size for these sites.

4. Additional Samplesand Better National Estimates

Althoughthe stesampledonewill yield national estimates, such estimateswill not beas preciseasthey
could have been had even more communities been sampled, or had the sample been asimple random
sampleof theentireU.S. population. Thesupplemental sample, thethirdtier inthedesign of theCTS
Household Survey sample, was added to increase the precision of national estimatesat ardatively small
incremental increase in survey costs.

Thesupplementa sampleisardatively smal, nationa ly representative sample made up of households
randomly selected from the 48 states in the continental United States. It is stratified by region but
essentially uses ssimplerandom sampling techniqueswithin strata. Whenitisadded to the Ste sampleto
produce national estimates, the resulting sampleis called the combined sample.

Inaddition to making national estimatesfrom the site sample more precise, the supplemental sample
adso dightly enhances site-specific estimates derived from the Ste sample. Because gpproximately half the
U.S. population livesin the 60 Site sample communities, approximately haf the supplemental sasmpleaso
falswithinthosecommunities. Therefore, when asite-specific estimateismade, theindividua stesample
can be augmented with observations from the supplemental samplewithin that Ste. Theresulting sample

isknown as the augmented site sample.
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B. HOUSEHOLD, FAMILY INSURANCE UNIT, AND INDIVIDUAL SELECTION
1. Households

At the beginning of the interview, a household informant was identified and queried about the
composition of the household. Typically, the household informant was the person who answered the
phone, if an adult. The person who owned or rented the house wasidentified asthe head of the household,
or thehouseholder. Personswho usudly livein the household but who were temporarily living € sewhere,

including college students, were included in the household enumeration.

2. Family Insurance Units

Individudsin the household were grouped into FIUs to ensure that a knowledgesble informant would
be ableto answer questions about each family member’ shedthinsurance coverage, use of hedlth resources
inthe 12 months prior to the interview, and usua source of health care. Asnoted in Chapter I, the FIU
informant al so provided information on family income aswell as on employment, earnings, employer
offered health insurance plans, and race/ethnicity of each adult inthe FIU. An FIU reflects family
groupingstypically used by insurance carriersand issimilar to thefiling unit used by Medicaid and state-
subsidized insurance programs. The FIU includesan adult household member; hisor her spousg, if any;
and any dependent children 0to 17 yearsof ageor 18to 22 yearsof ageif afull-time student (evenif living
outside the household).

All FlUswere sdlected to participate in the remainder of the interview aslong asthere was at least one
civilianadultintheunit. (Individualswhowerenot onactivemilitary duty a thetimeof theinterview were
considered to be civilians.) In each FIU, one informant was responsible for providing most of the
information about thefamily and itsmembers. Figurell.1 show how one household of seven people could
bedivided into three FIUs. In thisexample, the household head’ s spouse is the household informant

because he/she answered the telephone and is familiar with the
13



FIGUREII.1

EXAMPLE OF FIU IN A HYPOTHETICAL HOUSEHOLD

Members of Household

Head of Household

Head of Household' s Spouse

Head of Household’ s Daughter

Head of Household's Son
Head of Household' s Father

Head of Household's Mother

Unrelated Boarder
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composition of the household. Because the spouseisaso familiar with the health care of the head of
household and their children, the spouseisdso theinformant for thefirst FIU (F1). The household head's
father istheinformant for family unit two (F2), and the unrelated boarder respondsfor him/herself (F3).
The household head’ sdaughter istherandomly selected child in F1 and the head’ ssonisnot inthe survey.
Theuseof separate FIU informantsensuresthat survey respondents provideinformation about the health
experiencesof family membersusually covered under the samehealth insurance plan. Themain exception
isfamiliesin which spouses are covered under separate plans. Here, we allowed the FIU informant to
answer for his or her spouse’ s plan.

The CTS definition of FIU differsfrom the Census Bureaur s definition of afamily, which includesdl
peopleliving in the dwelling who are related to the householder either by blood or marriage. The Census
family is often larger than an FIU. Adult rdlativesliving within the same household would beincluded in
a Census primary family but would be assigned to separate FIUs for the CTS survey.

3. Individuals

Each FIU informant answered question about the FIU and about the health care situation and
experiences of each adult FIU member and about one child, if the FIU included children. For FIUs
containing more than one child, onewasrandomly selected. (A “child” was defined asan unmarried
individua younger than age 18.) Full-time college students (ages 18to 22), even if they wereliving away
from home at thetime of the survey, werelisted as household members and wereincluded in their parents
FIU. Thesestudentsweretreated asadultsin the survey; that is, they were asked dl the questions asked

of adults and could not be the randomly selected child.

15



Each adult also was asked to answer a subset of subjective questions, including assessments of
health, tobacco use, and satisfaction with care and with aspects of the physician-patient interaction.

These questions are described in Chapter 111.

4. Individuals Excluded from the Survey
The computerized survey instrument imposed a maximum of eight persons per household for

inclusion in the survey. The family informant identified all members of responding households; in the
rare instance of households exceeding eight persons, the interviewers were instructed to list all adultsin
the household first, followed by as many children as possible before reaching the maximum.

Some household memberswere excluded from sampled househol ds because they had multiple chances
of sdlection or werenot part of the study population. Unmarried full-time college students (ages 18 to 22)
arerepresented in their parent’ sor guardian’ sFIU, evenif they were away at college at the time of the
interview. Toavoid giving theseindividuasmultiple chances of selection, they wereincluded only intheir
parents or guardians samples and wereexcluded from any other sampled dwellings. Unmarried children
under age 18 with no parent or guardian in ahousehold were a so excluded, becausethey could have been
sdected inther parent’ shousehold. Anadult onactive military duty wasclassified asineligible; however,
such aperson could have acted asafamily informant aslong asthere was at least one civilian adult in the
FU. Family insurance unitsin which al adults were active duty military personnel were considered

ineligible for the survey.

C. SAMPLE SIZE CONSIDERATIONSFOR THE HOUSEHOLD SURVEY
The intended inferences that the data will be used to support ultimately drive sample size and design

requirements for any survey. For the CTS, the objectives include describing and analyzing change at
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the site level, describing and analyzing subgroups of special interest, making cross-site comparisons of
communities, and producing national estimates. In this section, we review the sample size
considerations related to the Household Survey and the selection of FIUs and individuals. We discuss
sample size requirements for (1) site-based estimates for measuring change over two interview waves,
and for making cross-site comparisons; and (2) national estimates and comparisons. Finally, we

include tables showing the number of FIUs and persons that were interviewed, by site and sample.

1. Requirementsfor Site-Based Estimates

The design called for the capability to both make point-in-time estimates and measure change over
time. Inthe 12 high-intengity sites, the base-year design caled for interviews with approximately 1,225
FIUs (combined RDD and field samples) in 1996-1997.% In addition, the supplemental sample was
expected to provide additional FIUsfor each of the sites, depending on site size (approximately 25 FIUs
per high-intensity site).

We estimated the high-intensity-site sample size requirement of 1,225 by considering thefollowing
design considerations.

C Minimizing design effects* resuilting from dlustering of multiple FlUswithin householdsand
from sampling methods for coverage of nontelephone households

C Allowing for analyses of subgroups of interest

3The site sample size for the 1998-1999 survey will be approximately the same.

“For somesurveys, asimplerandom sampl e varianceformulamay approximatethe sampling variance.
However, the CTS sample design is complex and the smple random sample variance will substantialy
underestimate the sampling variance. Departures from asmple random sample design result in a“design
effect” that is defined astheratio of thesampling variance, given the actual sample design, to the sampling
variance of ahypothetical smplerandom samplewith the same number of observations. Sampling error
estimation methods are discussed in Chapter V.
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C Measuring and testing hypotheses about change over two interviewing waves

C Making cross-site comparisons

Asabasisfor estimating sample sizewithin sites, we used asimple random sample of 400, which
permits descriptions of binomid attributeswith 95 percent confidence limits no gregter than five percentage
pointsfromtheestimate. If al or aportion of thesampleisclustered, or if portions of the sample are over-
or underrepresented, design effectsresulting from clustering and wei ghting woul d decrease the effective
samplesize (the number of observationsin simplerandom samplewith equivalent precision) fromthe
nominal sample of 400to lessthan 400. Therefore, weincreased the nomina samplesizeto achievean
effective sample of 400. We projected that the effects of within-household clustering of thetelephone
sample would produce design effects of approximately 1.25, requiring a nominal sample size of
approximately 500 to result in an effective sample size of 400.

A goal of the CTSistracking change over time and testing hypotheses rel ated to causes of change.
Measuring change over multipleinterviewingwavesrequireslarger samples. Weassumed that the second
round of the Household Survey would include amix of households interviewed for the first time and
househol ds that had previously been interviewed for round one (amixed longitudinal/cross-sectional
design). We also assumed that approximately 40 to 45 percent of the households interviewed for the
second interviewing wavewould have beeninterviewed inthefirst wave. To measurechangesover time
(say, five percentage pointsfor amidrange percentage), we estimated that an effective sample of about 975
per wave would provide adequate power (70 percent power for atwo-tailed test at the 95 percent
confidencelevel). After compensating for design effects of approximately 1.25, this caculation produced

atarget nominal sample size of approximately 1,225 FlUs.
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The samplesize required to describe differencesin the attributes of two Sitesisidentica to that required
to compareindependent cross-sectionsfor asinglesite. For these comparisons, an effective samplesize
of 975 dlowsfor detecting differences of fiveto six percentage pointswith 70 percent power (assuming
atwo-tailed test and a 95 percent confidence level). We concluded that an effective sample size of 975
per site for each interviewing wave, combined with a mixed longitudinal/cross-sectional design over
time, Was an appropriate sample sizefor each of the 12 high-intensity sites. Assuming adesign effect of
1.25from clustering of FIUswithin househol ds and weighting for nonresponse, an effective sampleof 975
would be produced by a nominal sample size of about 1,225 FIUs.

For low-intensity sites, the sample sizes available do not alow for precise individual-site-level
andyses. Weinitidly set asampletarget of 375 FIUs per Site but reduced it dightly to dlocate more data

collection resources to obtaining higher response rates.

2. National Estimates, the Second-Tier Sample of Sites, and the Supplemental Sample

Given the scale and significance of the CTS, it isdesirable to track changesin away that permits
statements about the nation, aswell as about how individua sitescompare with the nation. Fromthis
nationa sampling perspective, asample of 12 metropolitan siteswith populations of 200,000 or more
would restrict sampleinferencesto the population in metropolitan areas of thissize and result in poor
precision for national estimates.

A sample of 60 sites would increase the precision for large metropolitan areas and expand the
generdizability of the household sample to small metropolitan areas and nonmetropolitan areas. In
addition, we decided to augment the clustered samplewith an unclustered telephone sample of theentire

nation. The supplementa sample would not be subject to any site-cluster-based design effects and was
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the mogt efficient method of expanding the effective size of the national sample. Theinitial unclustered
sample size was approximately 3,500 FIUs, which we later reduced dightly; atotal of 3,276 FIUswere
interviewed.

The sample design dso included afield sample to increase representation of FIUsand individuasthat
had little or no chance of being selected as part of the RDD sample because they lacked telephone service
or had frequent disconnectionsof their service. Thispopulation represents approximately five percent of
al U.S. households. Although we concluded that afield sample was necessary, such asampleinvolves
much greater costs than does an RDD sample. For reasons of cost, we rejected extending the field
sampleto represent nonmetropolitan and small metropolitan areas. We concluded that thefield sample
inthe 12 high-intensity sites could adequately represent nontel ephone househol dsin these metropolitan
areas.® Thus, the design specifiesthat nontel ephone househol ds are not sampled in low-intensity sitesor

in the supplemental sample.

3. Actual Sample Sizes

The numbersof FlUsand of individudsinterviewed, by ste and type of sample, are shown in Tables
II.1and 11.2, respectively. Altogether, 32,732 FIUs and 60,446 personswere interviewed. The number
of FIUs per augmented high-intensity site varied from 1,179 to 1,419, meeting or exceeding nominal
sample sizerequirements. The average high-intensity-site design effect attributed to clustering of FIUs
within households and weighting for nonresponsewas1.13 (range, 1.07 to 1.22), which was somewhat

less than the expected level of 1.25. (Estimation procedures are described in Chapter V.)

SThefield sampletotaed 635 FIUsin an average of Six clustersof nineinterviewseach, in each of the
12 high-intengity Stes. Although the effective sample of metropolitan nontel ephone householdsistoo smdl
to conduct separate analyses of nontel ephonefamilies, thesefamiliesrepresent, at most, only five percent
of al metropolitan families. Thus, the design effects on estimates pertaining to a// metropolitan families--
resulting from clustering and underrepresentati on of nontel ephone househol ds--iswell within acceptable
bounds.
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NUMBER OF FAMILY INSURANCE UNITS INTERVIEWED, BY SITE AND SAMPLE

TABLEIIl.1

Sample

Site/Geographic Areg? Site Supplemental Augmented Site Combined
Total 29,456 3,276 30,787 32,732
High-Intensity Sites

01-Boston (MA) 1,145 34 1,179 1,179
02-Cleveland (OH) 1,211 32 1,243 1,243
03-Greenville (SC) 1,285 14 1,299 1,299
04-Indianapolis (IN) 1,316 29 1,345 1,345
05-Lansing (M1) 1,232 5 1,237 1,237
06-Little Rock (AR) 1,412 7 1,419 1,419
07-Miami (FL) 1,171 26 1,197 1,197
08-Newark (NJ) 1,282 19 1,301 1,301
09-Orange County (CA) 1,157 35 1,192 1,192
10-Phoenix(AZ) 1,250 27 1,277 1,277
11-Seattle (WA) 1,181 38 1,219 1,219
12-Syracuse (NY) 1,303 7 1,310 1,310
Low-Intensity Sites

13-Atlanta (GA) 296 52 348 348
14-Augusta (GA/SC) 291 6 297 297
15-Batimore (MD) 285 25 310 310
16-Bridgeport(CT) 284 6 290 290
17-Chicago (IL) 293 92 385 385
18-Columbus (OH) 296 26 322 322
19-Denver (CO) 291 40 331 331
20-Detrait (MI) 309 49 358 358
21-Greenshoro (NC) 271 12 283 283
22-Houston (TX) 280 46 326 326
23-Huntington (WV/KY/OH) 307 7 314 314
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Sample

Site/Geographic Area? Site Supplemental Augmented Site Combined
24-Killeen (TX) 298 1 299 299
25-Knoxville (TN) 311 15 326 326
26-Las Vegas (NV/AZ) 267 7 274 274
27-Los Angeles (CA) 261 111 372 372
28-Middlesex (NJ) 311 11 322 322
29-Milwaukee (WI) 311 26 337 337
30-Minneapolis (MN/WI) 334 37 371 371
31-Modesto (CA) 306 4 310 310
32-Nassau (NY) 341 16 357 357
33-New York City (NY) 292 59 351 351
34-Philadelphia (PA/NJ) 309 53 362 362
35-Pittsburgh (PA) 299 23 322 322
36-Portland (OR/WA) 307 19 326 326
37-Riverside (CA) 304 22 326 326
38-Rochester (NY) 355 14 369 369
39-San Antonio (TX) 299 17 316 316
40-San Francisco (CA) 281 24 305 305
41-Santa Rosa (CA) 285 5 290 290
42-Shreveport (LA) 298 7 305 305
43-St. Louis (MO/IL) 318 30 348 348
44-Tampa (FL) 268 31 299 299
45-Tulsa (OK) 292 5 297 297
46-Washington (DC/MD) 310 68 378 378
47-W Palm Beach (FL) 253 16 269 269
48-Worcester (MA) 310 11 321 321
49-Dothan (AL) 301 0 301 301
50-Terre Haute (IN) 293 0 293 293
51-Wilmington (NC) 303 6 309 309
52-W-Cen Alabama 329 3 332 332
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Sample

Site/Geographic Area? Site Supplemental Augmented Site Combined
53-Cen Arkansas 379 11 390 390
54-N Georgia 273 11 284 284
55-NE Illinois 294 6 300 300
56-NE Indiana 286 4 290 290
57-E Maine 319 10 329 329
58-E North Carolina 304 10 314 314
59-N Utah 377 3 380 380
60-NW Washington 330 1 331 331
Aresas other than CTS Sites - 1,945 - 1,945

2 Definitions of site boundaries are included in Metcalf (1996).
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TABLEIl.2

NUMBER OF PERSONS INTERVIEWED, BY SITE AND SAMPLE

Sample

Site/Geographic Area Site Supplemental Augmented Site Combined
Total 54,371 6,075 56,798 60,446
High-Intensity Sites

01-Boston (MA) 2,024 55 2,079 2,079
02-Cleveland (OH) 2,217 59 2,276 2,276
03-Greenville (SC) 2,436 32 2,468 2,468
04-Indianapolis (IN) 2,451 56 2,507 2,507
05-Lansing (MI) 2,291 9 2,300 2,300
06-Little Rock (AR) 2,644 14 2,658 2,658
07-Miami (FL) 2,031 44 2,075 2,075
08-Newark (NJ) 2,311 33 2,344 2,344
09-Orange County (CA) 2,101 63 2,164 2,164
10-Phoenix (AZ) 2,263 47 2,310 2,310
11-Seattle (WA) 2,043 70 2,113 2,113
12-Syracuse (NY) 2,363 16 2,379 2,379
Low-Intensity Sites

13-Atlanta (GA) 538 97 635 635
14-Augusta (GA/SC) 563 14 577 577
15-Baltimore (MD) 527 47 574 574
16-Bridgeport (CT) 548 11 559 559
17-Chicago (IL) 573 160 733 733
18-Columbus (OH) 557 48 605 605
19-Denver (CO) 558 73 631 631
20-Detrait (MI) 562 94 656 656
21-Greenshoro (NC) 506 20 526 526
22-Houston (TX) 546 90 636 636
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Site/Geographic Area Site Supplemental Augmented Site Combined
23-Huntington (WV/KY/OH) 568 8 576 576
24-Killeen (TX) 579 2 581 581
25-Knoxville (TN) 577 24 601 601
26-Las Vegas (NV/AZ) 481 11 492 492
27-Los Angeles (CA) 462 207 669 669
28-Middlesex (NJ) 572 18 590 590
29-Milwaukee (WI) 524 48 572 572
30-Minneapolis (MN/WI) 648 76 724 724
31-Modesto (CA) 606 7 613 613
32-Nassau (NY) 662 32 694 694
33-New York City (NY) 483 108 501 501
34-Philadelphia (PA/NJ) 569 95 664 664
35-Pittsburgh (PA) 544 45 589 589
36-Portland (OR/WA) 557 39 596 596
37-Riverside (CA) 574 42 616 616
38-Rochester (NY) 658 21 679 679
39-San Antonio (TX) 565 32 597 597
40-San Francisco (CA) 431 34 465 465
41-Santa Rosa (CA) 541 11 552 552
42-Shreveport (LA) 565 10 575 575
43-St. Louis (MO/IL) 590 55 645 645
44-Tampa (FL) 499 58 557 557
45-Tulsa (OK) 588 9 597 597
46-Washington (DC/MD) 551 116 667 667
47-W Palm Beach (FL) 423 22 445 445
48-Worcester (MA) 586 25 611 611
49-Dothan (AL) 558 0 558 558
50-Terre Haute (IN) 553 0 553 553
51-Wilmington (NC) 541 10 551 551
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Sample

Site/Geographic Area Site Supplemental Augmented Site Combined
52-W-Cen Alabama 606 6 612 612
53-Cen Arkansas 770 20 790 790
54-N Georgia 511 21 532 532
55-NE Illinois 564 11 575 575
56-NE Indiana 565 8 573 573
57-E Maine 633 18 651 651
58-E North Carolina 592 17 609 609
59-N Utah 811 7 818 818
60-NW Washington 611 2 613 613
Aresas other than CTS Sites - 3,648 - 3,648
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For low-intensity sites, nominal augmented sample sizes of FIUsranged from 269 to 390. Ascan
be seenin Table 1.1, supplemental samplesin large metropolitan low-intensity sites (sites 13 to 48)

significantly increased the size of these site samples.

D. RANDOM-DIGIT-DIALING SAMPLE SELECTION

In this section, we describe selection of the RDD samples for the Household Survey. First, we
describe the sampling frame used to select the sample in the 60 sites and the supplemental sample. We
then turn to the issues of stratification and allocation, followed by a discussion of generation and release

of the telephone sample.

1. Sampling Frame

We used the Genesys Sampling System to select the RDD household sample. To develop asampling
frame for a county or group of counties, Genesysfirst assgns each area-code/exchange combination
to auniquecounty.® Assignment isbased on the addresses of published telephone numbers; apublished
number isonethat appearsin aregular (“White Pages’) telephone company directory. Anexchangeis
assigned to the county by the plurality of such addresses. Although this procedure can lead to occasiona
misassgnment of numbers (assigning ate ephone household to the wrong county), the misclassfication rate
isvery low. An andysisof the published numbersin each of the 60 Sites indicates that fewer than one

percent of numbers assigned to one of our sites represented a household located outside that site.”

®In the U.S.10-digit telephone numbering system (XXX-YYY-ZZZZ), thefirst threedigits (XXX)
arereferred to as the area code, and the next three (YY'Y) as the exchange.

"Data provided by Genesys showed an average of 99.1 percent of the sample in each site would
resdeinthat site, and that the frame would cover an average of 99.2 percent of al telephone households
inasite.
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Within each set of area-code/exchange combinations, Genesysdefines*working banks’ fromwhich
to sampletelephonenumbers. A working bank isdefined asaset of 100 consecutivetel ephone numbers
(XXX-YYY-ZZ00to XXX-Y Y'Y -ZZ99) inwhich oneor morenumbersisapublished resdential number.
Limiting the sample frame to working banks excludes approximately 3.5 percent of household numbers
at any point intime (see Brick et a. 1995). However, undercoverageis probably lessthan 3.5 percent
because of theway that the RDD household samplefor the CTS was selected. We selected tel ephone
numbersrepeatedly over aperiod of nine months (from August 1996 through April 1997); therefore, some
banksthat were nonworking early in the project could have become working as new directorieswere

incorporated into updates of Genesys.

2. Stratification and Sample Allocation

Stratification was used for the supplemental sample and the high-intensity sites to help ensure
proportionate representation. Samples within the low-intensity sites were not stratified. For the
supplemental sample, wecreated fivestrata: one stratum for nonmetropolitan areas, and four strata of
metropolitan countiesin each of thefour Censusregions. Withinthe high-intensity sites, we stratified
geographically by characteristics such asincome distribution, race/ethnicity distribution, or county,
depending on the composition of the site.

In siteswith two or more counties, wefirst stratified by county, assigning the county containing the
central city of the MSA in one stratum and the other county or countiesin another stratum. Next, we
stratified the county containing the central city by race/ethnicity or incomedistributions. If the county
included large black and Hispanic popul ations, we used both variablesfor stratification. However, for
counties containing asignificant fraction of one but not both of these population groups, or in which one

of these groupswas dominant, we stratified by the percentage belonging to that group. For example,
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although Miami was approximately 18 percent black, a majority of the population was Hispanic.
Therefore, we stratified on the percentage Hispanic. For sitesin which neither the black nor Hispanic
population was large enough to sratify on race or ethnicity, we dtratified onincome. Tablell.3 showsthe
stratification variables for the high-intensity sites.

To determinetheinitia allocation of telegphone numbersfor each site, or the supplementa sample, we
consdered the projected household preva ence among generated telephone numbers, or “hit rate,” in each
site (or supplemental sample) and the expected overall responserate.  Telephone numberswithin sites
weresampled at equal ratesacrossstrata. Thisinitial alocation of telephone numberswas later adjusted
onthebasisof actua experiencesduringthe survey. Thus, if either the percentage of sampled telephone
numbersthat was residentia or the response rate in asite was different than expected, the alocation of
telephone numbers was adjusted to obtain the desired number of interviews. (Response rates and

information on sample dispositions are discussed in Chapter 1V.)

3. Sample Selection and Release

Theinitial samplewas one-fourth of the total number of projected telephone numbers. Subsequent
samplereleaseswere madefor dl sitesand the supplementa sampleto meet sample size and responserate
targets (see Tablell.4for samplereleases). Toward the end of the survey, sample selection wastailored
to meet interviewing targetsin specific Stesor groupsof sites. The stepstaken in salecting and releasing
the sample included:

C Generating samples of telephone numbers

C Removing known business and nonworking numbers from the sample, using Genesys
identification procedures

C Checking against prior releases for duplicates
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TABLEII.3

RANDOM-DIGIT-DIALING SAMPLE STRATA FOR HIGH-INTENSITY SITES

Site

Number of Strata

Stratifying Variables

Boston (MA)

Cleveland (OH)

Greenville (SC)

Indianapolis (IN)

Lansing (MI)

Little Rock (AR)

Miami (FL)

Newark (NJ)

Orange County (CA)

Phoenix (AZ)

Seattle (WA)

Syracuse (NY)

3

Central City (Suffolk) County vs.
remainder of site; within Suffolk,
percentage black/Hispanic (0-49, 50-
100)

Central City (Cuyahoga) County vs.
remainder; within Cuyahoga,
percentage black/Hispanic (0-49, 50-
100)

Central City (Greenville) County vs.
remainder; within Greenville,
percentage black (0-29, 30-100)

Central City (Marion) County vs.
remainder; within Marion, percentage
black (0-49, 50-100)

Central City (Ingham) County vs.
remainder; within Ingham County,
percentage with annual income
$35,000 or more (0-54, 55-100)

Central City (Pulaski) County vs.
remainder; within Pulaski, percentage
black (0-39, 40-100)

Percentage Hispanic (0-49, 50-100)

Central City (Essex) County vs.
remainder; in Essex, percentage
black/Hispanic (0-49, 50-100)

Percentage Hispanic (0-44, 45-100)

Pinal County vs. Maricopa County;
within Maricopa, percentage Hispanic
(0-34, 35-100)

Central City (King) County vs.
remainder; within King, percentage
with annual income $50,000 or more
(0-49, 50-100)

Central City (Onondago) County vs.
remainder; within Onondago,
percentage with annual income
$35,000 or more (0-49, 50-100)
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TABLEIl.4

RELEASE OF SAMPLE FOR COMMUNITY TRACKING STUDY

HOUSEHOLD SURVEY

RDD Sample Field Sample

Date (Telephone Numbers) (Addresses)
17 July 1996 10,083

24 July 1996 10,115

22 August 1996 7,044

20 September 1996 2,319

24 September 1996 6,196

28 October 1996 3,492

29 October 1996 1,941

31 October 1996 1,387

1 November 1996 1,629

6 November 1996 1,139

8 November 1996 1,322

11 November 1996 237

12 November 1996 1,036

18 November 1996 10,345

25 November 1996 548

18 December 1996 4912

2 January 1997 1,547

4 January 1997 1,340
6 January 1997 1,548

11 January 1997 894
18 January 1997 161
25 January 1997 341
29 January 1997 1,849

1 February 1997 221
15 February 1997 70
22 February 1997 648
1 March 1997 784
14 March 1997 1,349

15 March 1997 249
29 March 1997 19
12 April 1997 362
7 May 1997 599

23 May 1997 300

5 Jduly 1997 57
19 July 1997 112
Total 70,937 5,258
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C Randomly sorting the sample
C Releasing sample to the automated call scheduler

C Using data collection reports to reestimate the size of future releases

The Genesys system uses systemati ¢ selection after arandom start to select equal-probability RDD
samples of telephone numbersfor asamplerelease. In other words, if Genesysis set to select 1,000
numbersin the nonmetropolitan stratum of the supplemental sample, al these numberswill have the same
probability of selection. This method of sample generation is described more fully in documentation
available from Genesys Sampling Systems (1994).

The Genesys identification procedure involvestwo steps. (1) checking the sample against lists of
published numbers, and (2) dialing numbersto determinewhether they are nonworking. Inthefirst step,
al numbers are classified as published residentia numbers, published business numbers, or other. The
published residential numbers areretained, the business numbers eliminated, and the others prepared for
diding. Genesysusesan automated dider to check for the tonethat precedes arecorded message stating
the number dialed isnot in service (termed an “intercept message”). Numbersfor which that toneis
detected are removed from the sample asnonworking. To minimizeintrusiveness, the Genesysdiaer
disconnectsimmediately if aring isdetected, and calls are made only between the hours of 9:00 am. and
5:00p.m., locd time. Theremaining sampleincludesnumbersidentified aspublished resdentid plusthose

not classified by the dialer as nonworking.®

8The Genesys procedurediminated 14 percent of numbersgenerated. By calling asmall sample of
numbers diminated by Genesys, we determined that, on average, 1.0 to 1.5 percent of those eliminated
wereresidential numbers.
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Each RDD samplerelease in Table 1.4 was randomly sorted before being released, as Genesys
samples are ordered by area code and exchange. Randomizing ensuresthat each releaseisworked evenly
and eliminatesthe need for samplereplication. Weaso checked for duplicatesagaingt previoudy released
sample. By checking against prior rel eases, rather than checking againgt the entire generated sample, we
avoided diminating numbersthat Genesys may have diminated during an earlier round of sdlection, but that
subsequently became working. The sample was then released to the computer-assisted telephone
interviewing (CATI) cal scheduler; weekly survey reports on sample dispositions, by Site, were used to

determine the size of additional sample releases.

E. FIELD SAMPLE SELECTION

The CTSHousehold Survey included afield sampleto provide coverage of familiesand personswho
did not have telephones or who had substantia interruptionsin telephone service. Severa studies have
indicated that omitting nontel ephone househol ds could lead to biased survey estimates (Thornberry and
Massey 1988; Marcusand Crane 1986; and Corey and Freeman 1990). A similar “dual-frame” design
was used for The Robert Wood Johnson Foundation (RWJF) Family Hedth Insurance Survey (Hdl et d.
1994). Strouseet d. (1997) found that telephone-only estimateswould bias survey estimatesfor severa
demographicvariables(particularly income), healthinsurance coverage, and some sati sfaction measures.
However, biasesfor most of thesemeasures are small becausetel ephone coverageishigh even acrossmost
vulnerable population groups; exceptions include Medicaid and Indian Health Service beneficiaries.

Redtricting thefield sampleto the 12 high-intensity Sites reduced some of the coverage biasthat would
result from using an RDD-only methodology, both for estimates about all large metropolitan sitesand
estimates madefor those sites. Thisoption also wasfar lessexpensve than collecting datathrough field

interviewingin all 60 sites. However, limiting the field sample to the 12 high-intengity sites meant that
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familiesand personswho do not havetel ephonesand livein non-metropolitan areas and metropolitan areas
with populations of under 200,000 were not represented. (Weighting proceduresto adjust for the absence
of these householdsin national and other estimates arediscussed in Chapter V.) Thefield samplewasa
geographically clustered samplethat wasinitially designed to yield responsesfrom 576 FIUs (635 FIUs
were actually interviewed).

Within the 12 high-intensity sites, the strategy was to sample geographic clusters with probability
proportional to size; count, list, and select housing unitswithin these clusters; and screen this samplefor
eligible households (defined below). Respondents within eligible households were then interviewed over
cellular tel ephones, which were provided by MPR field staff. Thus, all interviewswere conducted by
CATI, avoiding differences in response by interviewing mode.

In implementing this genera strategy, we:

C Defined digibility for the field sample

C Determined sample allocation among the 12 sites

C Identified areas within the 12 sites for exclusion

C Established ameasure of size for selecting clusters

C Stratified clusters by county and by tract number within county
C Selected clusters and listing areas

C Listed addresses

¢ Released sample for screening

1. Defining Eligibility
In defining eigibility, the term nontelephone household meant that the household was always or

intermittently without telephone service. The field component was designed to include these



households. In contragt, in the gpproach used by the decennia Census and the Current Population Survey,
households were classified astel ephone or nontelephone on the basis of the presence or absence of a
telephone at the time of interview.®
We originally planned to use the Census definition as a screening criterion, and interview only
households that did not have working telephones when first contacted by afield interviewer. Based on
experiencein the RWJF Family Hedlth Insurance Survey, and on research reported by Brick et a. (1995),
we concluded that this static gpproach to defining telephone status produced limitationsfor the CTS. The
mainlimitation of the Censusapproachisitsexclusion of househol dswith substantia periodsof interrupted
telephone coverage that have telephone coverage at the time of the screening call. Although these
househol dswould have had achance of being included in the telephone survey, we determined that they
would have been underrepresented. Therefore, the field sampleincluded any householdswith ahistory
of Sgnificant interruption in servicesince July 1, 1996, the beginning of interviewing for the RDD sample.
We defined significant interruption to mean two weeks or more of interrupted service since July 1,
1996 (or the date the household moved in if that occurred after July 1) and used questions about the length
of interruptionsto adjust sampleweights.’® The only exception to the two-week rule was that households
dsoweredigiblefor thefield survey if membershad moved to thelisted addresswithinthe last two weeks

prior to the interview and had been without a tel ephone since moving in.

9The Census estimates of prevalence of nontelephone househol ds were based on a question on the
“longform,” asked of alarge sample of decennia Censushouseholds. Question H12 asked, “ Do you have
atelephone in this house or apartment?’

1%The use of these questions in weighting is discussed in Chapter V.
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2. Determining Sample Allocation

We observed substantial differencesin telephone penetration among the 12 high-intensity sites.™
Census datashow that the percentage of householdswithout telephonesin 1990 in those Sitesranged from
1.5(Orange County, California) to 8.1 (Greenville, South Caroling) (Tablell.5). Becausethechancethat
the Censuswould classify ahousehold as nontel ephoneis proportional to thelength of telephone service
interruption, we assumed that estimates usng Census definitions corresponded closely to our digibility
criteria. Based on thisassumption, welooked at thedistribution of househol dswith and without telephone
service in each site according to 1990 Census data.

Theoptimal dlocation of thefield sample among the 12 high-intensity sSteswould be proportiond to
the percentage of each site’ shouseholdsthat wasdigiblefor thefield survey. Similarly, withinasite, the
optima alocation of field interviewswould be proportiona to the percentage of nontel ephone households
withineachsite For example, asiteinwhich eight percent of househol dswasdligiblefor thefield survey
would haveagreeter shareof itsfield and RDD interviewsalocated to thefield sample stratum than would
adgteinwhich only four percent waseligiblefor thefidd sample. These etimates|ed to the preiminary fied

alocation shown in Tablell.5.

MWeusetheterm“ penetration” rather than “ coverage” in referring to the percentage of the population
with or without telephones because we use the term “ coverage’ to refer to the percentage of the study
population that is covered by the sample frame.

2A ssuming equal population variances for each stratum (tel ephone and nontel ephone), the optimal
allocation would be proportiona to the relative sizes of the populations of the strata, proportiona to the
squareroot of the design effect of each method (RDD and field telephone), and inversely proportiond to
the square root of the cost per completed interview in each stratum.
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TABLEIILS

TELEPHONE PENETRATION, ESTIMATED NUMBER OF NONTELEPHONE

HOUSEHOLDS, AND PRELIMINARY FIELD ALLOCATIONS

Preliminary
Percentage Without Nontelephone Field
Telephone Penetration Telephonet Householdst Allocation?
High Penetration
Boston (MA) 19 30,456 3.6
Orange County (CA) 15 12,808 3.0
Seattle (WA) 2.0 15,298 3.8
Medium-High Penetration
Cleveland (OH) 3.7 32,107 7.1
Lansing (MI) 3.2 5,078 6.3
Newark (NJ) 3.9 27,085 7.6
Syracuse (NY) 4.0 10,866 7.8
Medium-Low Penetration
Indianapolis (IN) 5.0 26,340 9.7
Miami (FL) 5.0 34,652 9.7
Low Penetration
Greenville (SC) 8.1 25,339 15.8
Little Rock (AR) 7.0 13,728 13.5
Phoenix (AZ) 6.2 52,656 12.0

!Based on 1990 Census data, using Census definitions.

2 Percentage of all expected FIU interviews.
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However, this allocation did not account for between-site variation in the cost of afield telephone
interview. Thus, we consdered theissuesof cost and coverage of thetarget population for thefield survey.
If the ratio of the cost of afield interview compared with the cost of an RDD sampleinterview werethe
samefor al 12 high-intengity sites, then the optimal alocation for the field sample would vary from about
5.4 percent of al interviewsin Greenvilleto about 0.8 percent of al interviewsin Orange County. This
allocation assumed that the design effect for the field sample was roughly three timesthat for the RDD
sample, and that the cost per casein the field component was 10 times the cost per case of the RDD

sample.

3. ldentifying Areasfor Exclusion

Costisrelated to coverage. Because screening for households eligiblefor afield interview isvery
expensive, weoriginaly proposed excluding any CensusBlock Group if 1990 estimates showed that fewer
than five percent of householdsin that Block Group lacked telephones (the“five percent rule”). AsTable
11.6 shows, the five percent rule would have resulted in frame coverage of nontelephone households
ranging from 50 percent (Orange County) to 90 percent (Greenville).® Because coveragewassolow in
many sites, we considered alternative rules based on various assumptions concerning Block Group
exclusions.™ A zero percent rulewould haveresulted in closeto 100 percent coverageif the population

had not changed since 1990 but would obviousy have

BTheactual coverage would be somewhat different because of (1) time elapsed since 1990 and, (2)
thedifferenceinthedefinition of nontel ephone household usedinthe Censusandin our digibility criterion.
Nonethel ess, we expected a high correlation between the prevalence of Census-defined nontel ephone
households and €ligibility for the CTS field component.

¥Under the include-all rule, we would not have excluded any Block Groups, and under the zero
percent rule, we would have excluded Block Groups that had no estimated nontel ephone householdsin
1990. Under the one, two, three, and four percent rules, we would have excluded Block Groups having
percentages without tel ephones of less than one, two, three, and four percent, respectively.
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FRAME COVERAGE UNDER VARIOUS FIELD SAMPLE EXCLUSION RULES'

TABLEII.6

(In Percentages)
Zero One Two Three Four Five
Include Percent Percent Percent Percent Percent Percent

Telephone Penetration All Rule? Rule Rule Rule Rule Rule
High Penetration

Boston (MA) 100 98.9 97.9 89.2 78.9 713 61.0

Orange County (CA) 100 98.2 96.6 84.2 71.0 60.3 50.3

Seattle (WA) 100 98.6 97.3 86.3 75.2 63.8 54.9
Medium-High Penetration

Cleveland (OH) 100 99.3 98.7 94.8 89.7 84.5 79.9

Lansing (MI) 100 98.7 975 90.3 83.6 76.5 68.5

Newark (NJ) 100 99.6 99.4 9.4 93.0 89.4 86.8

Syracuse (NY) 100 99.5 99.0 95.2 88.3 818 74.8
Medium-Low Penetration

Indianapolis (IN) 100 99.5 99.0 95.1 91.1 85.8 80.7

Miami (FL) 100 9.1 98.2 93.8 87.7 83.3 78.7
Low Penetration

Greenville (SC) 100 99.9 99.9 98.7 96.3 93.2 89.7

Little Rock (AR) 100 99.8 99.8 97.7 94.9 91.9 88.9

Phoenix (AZ) 100 99.7 99.6 97.5 94.5 914 88.1
Unweighted Average® 100 99.2 98.6 93.3 87.0 80.7 75.2
Weighted Aver age? 100 99.5 99.1 9.51 90.8 80.6 81.2

tUnder the include-all rule, we would not exclude any Block Groups. Under the zero percent rule, we would exclude Block Groups that

did not have any estimated nontelephone householdsin 1990. Under the one, two, three, and four percent rules, we would exclude

Block Groups that had, respectively, less than one, two, three, and four percent without tel ephones.

2Assumed to be halfway between the include-all and the one percent rule.

3The unweighted average is the arithmetic mean. The weighted average is weighted by the proportion of the total 1990
nontelephone population “represented” by each site.
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increased costs. Generally, by sacrificing coverage, we could have increased the efficiency of screening
and reduced costs. The gains from excluding Block Groups with high telephone penetration were
greatest in the sites with high telephone penetration. We derived approximate optimal allocations
under each of the Block Group exclusion rules, with relatively little variation across sites.

We adopted an expanded optima allocation strategy that weights cost, sampling error, and potentia
coverage bias in determining coverage rules for various sites.™® This“mixed-rule” strategy
suggested that the most efficient approach would be the five percent rule for the low- and medium-low
penetration sites, afour percent or five percent rule for themedium-high penetration sites, and athree
percent or four percent rulefor the high-penetration sites. However, for national estimates, atwo percent
ruleis optimal, because the sample sizeislarger, and the bias of undercoverage rdatively moreimportant.
Site-based estimates were determined to be more important than national estimates, so we changed the
excluson ruleonly in casesin which it would substantialy increase coverage. Thefield alocation mode
selected for the 12 high-intensity sitesis shown in TableI1.7.

4. Establishing a Measure of Sizefor Cluster Selection

We szt the overal number of clustersat 72. We use the generic term “cluster,” rather than primary

sampling unit or secondary sampling unit, because the clusters sl ected within sites are secondary sample

unitsfor national estimatesand primary sampling unitsfor site-specific estimatesfor each of the 12 Sites.

3In this case, we would try to minimize the product:

Cost C (Variance + Bias?).
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TABLEII.7

FINAL DESIGN AND ALLOCATION FOR THE FIELD SAMPLE:
A MIXED-RULE STRATEGY

Coverage Hit Rate Allocation*

Telephone Penetration Rule (Percent) (Percent) (Percent)
High Penetration

Boston (MA) Three percent 78.9 75 3.3

Orange County (CA) Two percent 84.2 53 24

Seattle (WA) Two percent 86.3 55 3.3
Medium-High Penetration

Cleveland (OH) Five percent 79.9 13.3 75

Lansing (MI) Three percent 83.6 8.1 5.7

Newark (NJ) Five percent 86.8 133 7.8

Syracuse (NY) Three percent 88.3 114 7.8
Medium-Low Penetration

Indianapolis (IN) Four percent 85.8 11.0 9.5

Miami (FL) Five percent 78.7 14.2 10.0
Low Penetration

Greenville (SC) Five percent 89.7 153 16.7

Little Rock (AR) Five percent 88.9 13.0 13.8

Phoenix (AZ) Five percent 88.1 11.5 12.0
Unweighted Aver age? -- 84.9 10.7 --
Weighted Average? -- 88.3 11.9 --
Total -- — — 100

'Percentage of all completed FIU interviews.

The unweighted average is the arithmetic mean. The weighted average is weighted by the proportion

of the total 1990 nontel ephone population “represented” by each site.



The number of clusterswas determined by setting aminimum of two clustersfor any site; subject tothis
minimum, we allocated one cluster per eight field household interviews.

In sampling, we wished to avoid selecting clusters that had too few eligible households to complete
an interviewing assignment; thus, clusterswere defined as Block Groups or groups of Block Groups
having aminimum measure of sze based on estimated nontel ephone householdsin the 1990 Census. We
used 1990 Census datato select clusters for the nontelephone sample for the RWJF Family Health
Insurance Survey, and found that Census estimates of prevalence were reasonable predictors of
nontelephone statusin 1994 (Hall et d. 1994). Asdiscussed, we assumed that the Census definition of
nontel ephone coverage would correlatewith our eigibility criteria. Furthermore, the 1990 Censuswasthe
only availableframe. If aBlock Group had lessthan the minimum measure of sSize, it waslinked with one
or more other Block Groups--if possible, with aBlock Group inthesametract. In addition, preference
wasgivento linking smdl Block Groupswith large ones, although sometimesseveral smdl Block Groups
had to be grouped. When there were not enough eigible Block Groupsin atract, Block Groupswith less

than the minimum measure of size were linked with a Block Group in a nearby Census tract.

5. Stratification of Clusters

We considered a number of explicit criteriafor stratification, such as race/ethnicity and income
distributions. However, none of these factors varied sufficiently within the sites to permit use of this
method. In addition, the most recent datafor Stratification at thetract or Block Group level would have
had to be based on 1990 Census data, which would have become unrdiable by 1996. Therefore, we used
implicit stratification, sorting clusters by county, and by tract number within county, to ensure geographic

dispersion of the sample.
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6. Selecting Clusters

We used probability-proportional -to-size sel ection methodsto select clusters. To take advantage of
theimplicit strata, we used systematic selection after arandom start. Each sampled cluster was then
divided into 10 replicates, each of which contained approximately one-tenth of the cluster’ s estimated
nontel ephone households. A replicate might contain severa blocks; at the other extreme, one large block

might comprise several replicates.

7. Selecting Listing Areas

Aninitia release of blocksfor listing consisted of anumber of replicateschosento minimizevariation
of overall probability of selection within asite, subject to listing enough housing units overall to meet
projected targets.’® “Listing areas’ wereidentified by selecting arandom number, ,, between 1 and 10.
Then,th replicatewaschosenfor listing. If theallocated number of replicates, », was greater than 1, then
wealsoreleased ther - 1 replicates after releasing then,th replicate on thelist. Thelist wastreated as
circular; thusif replicate 1 was not thefirst selection, for any subsequent releases, it wastreated asif it

followed replicate 10.

1B ecause each cluster was sel ected with probability proportional to size, acluster’ sprobability of
selection, P(cluster), was proportiona to its measure of size. To minimize costs, we wished to avoid
(whenever possible) subsampling listed housing units; thus, we assumed that the final-stage probability
would be 1.0. Giventhat r isthe number of replicates chosen for listing, we choser so that the project
overal probability, P,,,,, where:

cum

P = P(cluster) . .10
10

would be roughly equal within each site.
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8. Listing Addresses

Before listing addresses, the lister would perform arough count of the total number of housing unitsin
thelisting area. Inthe mgority of cases, thelister wasingructed to list al housing unitsidentified on each
Censushblock inthe assigned listing area. 1n some cases, before listing, we subdivided listing areasinto
smaller areas (“chunking”). Two types of listing areas were chunked:

1. Those containing alarge block and therefore including more replicates than were
allocated

2. Thosein which the lister’s rough count of housing units differed substantially from
the expected number, because of either growth in the number of units since 1990 or
discrepancies with the Census data
Inthefirg case, we dways chunked; in the second case, we chunked only if the discrepancy waslarge
(that is, the lister reported at | east twice the number of housing units shown inthe Census data) and if
omitted unitswould be expected to contain few, if any, nontelephone households. If the discrepancy was
theresult of new congtruction other than low-income housing, or the result of the exclusion of obviousy
high-income areasin 1990, we excluded the listing areas from thefield survey; it isunlikely thet thesewould
contain eligible households. To make this determination, we considered the approximate age of
construction, whether the units were designated as low- or moderate-income housing, the type of
congruction (that is, single-family, apartments, or mobile), and, if possible, acurrent estimate of average
value or rent.
Chunking conssted of dividing alisting areainto subareas of roughly equa size, each of which had an
identifiable starting and ending address. If we chunked to reduce the listing areato r replicates, we would

form anumber of chunksequd to thetotal number of replicates, R, contained in thelisting areaand then

randomly select » chunks from the total number to list. If we chunked to resolve discrepancies between



thelister’ s count and the Census data, the lister would be ingtructed to form up to five chunks, from which
we would randomly select a sufficient number to meet our sampling targets for that area.

Aspart of listing, we attempted to obtain information on listed dwelling unitsthat could be used in
sampling or that the interviewer might have found helpful. Slightly different procedures were used
depending on whether housing unitswerelisted as part of theinitial effort or aspart of a supplemental
effort; supplemental listing wasrequired in afew sites becausetheinitid listing yielded toofew digible
households. During theinitia phase of listing, listers attempted to determine whether alisted housing unit
(1) wasvacant, (2) had aworking telephone at thetime of contact, (3) was occupied but had no telephone,
or (4) had astatusthat could not be determined. During supplemental listing, listersclassified unitsas
vacant but used the same screener asused ininterviewing to determinedigibility. In someinstances, an
owner or manager of abuilding or condominium devel opment would not alow accessto areas or buildings.
Wetherefore gathered as much information as possible by calling the building ownersor managersand by
screening samples of residents, whose tel ephone numbers were obtained using reverse directories. The
information collected was used to classify unitsininaccessible buildingsas (1) ineligible based on the
screener, (2) eligible based on the screener, or (3) having atelephone and presumably ineligible.

If this determination could not be made, we randomly assigned digibility statusto unitsin proportion

to the distribution of eligible unitsin the building.

9. Sample Release

Our proceduresfor releasing sample varied dightly depending on whether aunit waslisted during
theinitid effort or during the supplementd effort. For thefirst rdlease of sample (al frominitid lisings), we
released units classified astel ephone households at haf therate of other units. Housing unitswith working

telephones were sampled because the criterion for their classification (presence or absence of aworking
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telephone at listing) was not identical to that used in screening (presence or absence of atwo-week
interruption in service). Indeed, some telephone units were screened and found dligible. If subsequent
releases from initial listings were needed, we released all listed units.

During supplementd listings, householdsthat could be contacted were classified aseligibleor ingligible
onthebassof the screener. Thus, households classified asindigible during supplementa listing were not

released for screening. Field sample releases are shownin Table [1.4.
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[11. SURVEY DESIGN AND PREPARATION

A. OVERVIEW

The household survey instrument wasthe primary data collection vehiclefor ng the effects of
hedlth system changeonindividuals, including ng changesin health insurance coverage, accessto
care, use of health services, and satisfaction with health care. Asdescribed in Chapter 11, the family
insurance unit (FIU) wasthe primary interviewing unit for the survey, with selected subjective questionsaso
asked of each adult FIU member. Within each FIU, questions were asked about all adults and one
randomly selected child. Anadult familiar with the hedth care experiences of other FIU members served
astheinformant for other adults on questionsabout health insurance, employment, demographics, and
health services use during the 12 months preceding the survey. The other adultsin the FIU were asked
to self-respond to questionsabout health status, tobacco use, detailsabout thelast physician visit, level of
satisfaction with that visit, and physician trust. The adult who took therandomly selected child to the
physician during thelast visit before the survey was asked to answer questions about that vigit. Thelength
of the interview varied depending on the number of individualsin the FIU and the complexity of the
individuals experienceswith health care. Including self-response modules, theinterview required an
average of 34.4 minutes to complete.

Theinstrument devel opment processincluded areview of related instruments and methodol ogical
studies, as well as consultation with experts. We also conducted cognitive interviewing to evaluate
respondent comprehension of selected questions, and a pretest to assess interview length and the
computer-assisted interviewing program.

Prior to fielding the survey, we attempted to obtain endorsement or support from national and state

government agencies, contracted with a communications consultant to test and develop
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messages about the survey’ s purpose and va ueto the public, and devel oped a brochure and | ettersto be
mailed to sampled householdswith known addresses. We obtained statements of support (although not
forma endorsements) from 26 state and local health agencies (see Appendix C), but wewere not ableto
obtain them from national government agencies. The endorsement cited in the survey introduction stated
that the survey was" supported by state health departmentsthroughout the country, including[AGENCY
NAME].” Inaddition, effortsto devel op aconvincing survey introduction built around health system
tracking wereless successful than we had expected. L etters were mailed to sampled households with
published addresses, but cooperation ratesin these househol ds were no higher than those in households
that did not receive letters. The most successful efforts to increase participation in the survey were
interviewer persistence, follow-up efforts to convert refusals, and monetary incentives.

Altogether, 302 telephoneinterviewersand 26 field listers and screening interviewersweretrained to
conduct the survey. Telephoneinterviewerswho had not previoudy conducted surveysreceived 12 hours
of generd training oninterviewing methods, and dl interviewersreceived aminimum of 12 hoursof training
on the survey instrument, supplemented by training on methodsto avoid refusals. Field staff werenot
trained to administer the survey instrument, athough they were briefed during two 2-hour conferencecalls
on thelisting procedures and screening procedures that M athematica Policy Research, Inc. (MPR) uses.
Training field staff in survey instrument administration was not necessary because, after identifying eigible
households, these staff used cellular telephonesto call the MPR tel ephone center, where an interviewer
conducted the survey.

Inthischapter, wewill discussthe design of the survey instrument; preparation for the survey, including

development of the survey introduction, effortsto obtain endorsementsfrom government organizations
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and design of advance materialss; interviewer selection and training; and the computer-assi sted tel ephone

interviewing (CATI) system used to collect the data.

B. INSTRUMENTATION

The survey ingrument was devel oped by staff a the Center for Studying Health System Change (HSC)
and MPR, with consultation and review by severa experts. Inthefollowing sections, we describe key
decisonson interviewing strategy, asummary of questionnaire items, instrument design decisions, and
modificationsto obtain information from householdsinthefidd sample. AnEnglishverson of thesurvey
instrument isincluded in Appendix A (Center for Studying Hedlth System Change 1997b). Englishand
Spanish versions of the CATI program, aswell asamodified CATI program used to conduct cellular

telephone interviews with househol ds selected from the field sample, are available on request from MPR.

1. Interviewing Strategy
We made three basic decisions concerning interviewing strategies:
1. Wedecided to include only questions that would be asked of all sampled individualsin the
household, rather than acore set of generd questionsto be asked of dl individudsand alonger
battery of questions that would be asked only of arandomly selected individual in the FIU.

2. We opted for amix of proxy and self-response questions to achieve a balance between
data quality and interview length.

3. We anchored guestions on satisfaction, access to care, and resource use to events and
time periods that would allow for estimates that are representative of peopl€e’ s experiences.

The basis for these decisions is described in the following sections.
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a. Whether to Subsample Randomly Selected Respondents

We had two reasonsfor deciding to include only questions that would be asked of dl individualsina
household. Firgt, any anaysisthat used the extended battery of questionson arandomly selected individua
would require subsetting the sample to only those individua s who were asked the measures, which would
resultinalossof precison. Thislossof precisionwould have been especialy problematic for health satus
measures, asthey will beused in most analyses asindependent variables. Second, many of the questions
inthe extended battery would have required sdf-response by the sdlected individudss, thereby significantly

increasing thelength of the self-response modul e, and resulting in additional nonresponse and higher costs.

b. Self-Response Versus Proxy Response

Mos of the questionsin the instrument were designed to obtain information about specific individuas
inthe FIU. Idedly, it would have been desirableif each adult inthe FIU had responded to al person-level
guestions. However, that gpproach would have entailed gaining cooperation from the other FIU members
to answer an extensive battery of questions, which would have undoubtedly resulted in additional
nonresponsefor these questionsand higher costs. Therefore, we chose to maximize the number of items
that proxy respondents could answer reliably. By reviewing the methodologicd literature, we determined
that proxy responses on questionsabout demographics, employment, health insurance, usual source of
care, and resource use would be of acceptable quality.

Furthermore, the use of proxy respondents in these cases may be somewhat |ess problematic for the
Community Tracking Study (CTS) Household Survey than for other household surveysthat use asthe
interviewing unit the Census definition of afamily (al personsin ahousehold related by blood or marriage).
Becausethe CTS Household Survey definition of FIU isbased on theinsurance unit, proxy respondents

wereamost always spouses or parents, which helped to minimize the amount of reporting error and bias

50



associated with proxy responsesgivenfor personsabout whom theinformant haslittle persona knowledge.
Thefamily informant answered most questions (on health status, resource care, usua source of care, and
insurance coverage) about the randomly sampled child. However, if another adult had taken the child to
the physician on hisor her last visit before the survey was administered, that person was asked to respond
to questions about the visit.

A subset of items, including subjective assessments of health, tobacco use, satisfaction with care, and
agpects of the physician—patient interaction, were answered directly by each adult FIU member. The sdf-
response questions, which averaged five to ten minutes per adult, were obtained from other FIU members
after the core interview was completed or afollow-up call was scheduled, if the other adult(s) were
unavailable. Inafew cases(for example, when spouseswere on businesstrips or when adult children were
temporarily unavailable or away at college), we relaxed the self-response requirement and obtained proxy

responses. (These cases are identified in the data files.)

c. Anchoring Questions on Satisfaction, Access, and Resour ce Use

For questions on access to care, satisfaction, and resource use, it was important to determine the
gopropriate point of reference. For example, questions on satisfaction may refer to satisfaction with overal
hedlth care (that is, satisfaction “averaged” over dl vistsand providers), with aparticular provider (for
example, the usual source of care provider), or with aparticular encounter or episode of care (for example,
thelast vidit). Because our primary analytical objectivewasto obtain measures enabling usto “track”
change, it wasimportant to have points of reference that would allow for estimatesthat are representative
of peopl€e’ s experiences.

Some items referred to “the previous 12 months,” rather than to particular physicians or medical

encounters, which may not be representative of experienceswith the health care system. A 12-month
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reference period wasparticularly well-suited to global satisfaction questions(for example, onoveral health
care), questions on barriersto care, and questions on health insurance preferences.

We felt that some questions, including satisfaction questions relating to quality of care and
patient—provider interactions, weredifficult to “ average’ over al encounters occurring during the previous
12 months. In addition, questions about the process of seeking care, such astrave time, appointment and
officewaiting times, and reasonsfor seeking care, should be anchored to either particular providersor
particular encounters. It iseaser for respondents to focus on a single encounter than to make summary
judgments across different visits and providers (Research Triangle Institute 1995). These types of
guestionswere anchored to theindividua’ slast physician vist. We made this decision on the assumption
that estimates based on aperson’ slast visit and then averaged over al personsin the samplewould be
morerepresentative of individud’ shealth care system experiencesthan would estimatesbased ontheusud
source of care. The usual source of care may be biased because it represents the “modal” use but not
necessarily the“ average” use, and becausethe probability of having ausua source of care aswell asusud
site of care may be dependent on characteristics of the health system.

Theuseof thelast visit asapoint of reference has somelimitations. A study conducted at the Nationd
Center for Health Statistics (NCHS) indicated that estimates based on the “last visit” tend to
underrepresent “sick visits,” as opposed to well or preventivevisits(Makuc et a. 1994). However, time
constraintsand problemswith respondent recall makeitimpractical to ask thesequestionsabout al visits
occurring during the previous 12 months or about arandomly selected visit occurring during that period.
Using ashorter time frame to ask about al visits, such asthe previous month, would have dramatically
reduced the proportion of the samplethat had an encounter within that time frame. To addresstheissue

of the underrepresentation of “sick visits,” we developed a sequence of questions to obtain the dates of
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both thelast sick visit and thelast preventive visit; whichever of thetwo visitsoccurred last served asthe

point of reference for additional questions about satisfaction and process of care.

2. Questionnaireltems
Tablelll.1 summarizesthe content of the survey. Questionsfrom severa survey instrumentswere used

to develop the CTS household survey, including:

C The 1995 Current Population Survey

C The 1993-1994 Robert Wood Johnson Foundation (RWJF) Family Health Insurance Survey

C The 1987 National Medical Expenditure Survey

C The pretest version of the 1996 Medical Expenditure Panel Survey

C The 1996 National Health Insurance Survey (NHIS) Redesign

C The 1994 RWJF Accessto Care Survey

C The 1996 Behavioral Risk Factor Surveillance Survey

C The National Maternal and Infant Health Care Survey

C The Agency for Health Care Policy and Research (AHCPR) Consumer Survey (draft
version available in 1996)

C The SF12™ Health Survey, Standard U.S. Version 1.0, 1994
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TABLEIII.1

CONTENT OF THE HOUSEHOLD SURVEY

Health I nsurance (Questionnair e Section B)

Private insurance coverage

Covered by employer- or union-related private insurance
Covered by other private insurance
Directly purchased
Premium for directly purchased private insurance
Provided by someone not in household

Public insurance coverage

Covered by Medicare

Covered by both Medicare and supplemental private insurance
Premium for supplemental private insurance

Covered by both Medicare and Medicaid

Covered by Medicaid

Covered by other public insurance (military, Indian Health Service,
other state and local)

Uninsured

Not covered by public or private insurance

Continuity of coverage/changes
in coverage

Currently insured; lost coverage in past 12 months
Currently uninsured; gained coverage in past 12 months
Uninsured during all of past 12 months
Uninsured at some point in past 12 months
Reasons for losing health insurance coverage
Any type of change in health coverage
Changed private insurance plans
Reasons for changing private plans
Whether previous plan was HMO/non-HMO
Changed from public or private plans
Gained or lost coverage

Denial of coverage

Ever denied insurance coverage in past two years because of poor health

Insurance plan attributes

Whether plan requires signing up with primary care physician or clinic
for routine care

Whether plan requires approval or referral to see a specialist

Whether plan requires choosing a physician or clinic from a book,
directory, or list

Whether planisan HMO

Whether plan will pay any costs for out-of-network care

Other insurance variables

Ever enrolled inan HMO
Number of total years enrolled in an HMO




TABLE ll.1 (continued)

Accessto Health Care (Questionnaire Sections C-E)

Usual source of care (Section D)

Currently has/does not have a usual source of care
Type of place of usual source of care
Type of professional seen at usual source of care
Reasons for not having ausual source of care

Travel/waiting time for
physician visit (Section E)

L ag time between making appointment and seeing physician at last
physician visit*

Travel timeto physician’s office at last visit*

Time spent in waiting room before seeing medical person at last
physician visit*

Difficulty getting needed
servicesin past year (Section C)

Did not get needed services*
Delayed getting needed services*
Reasons for delaying or not getting needed services*

Perceived changes in access
(Section C)

Getting needed medical careis easier/harder compared with three years ago

Resour ce Use (Questionnair e Sections C and E)

Use of ambulatory servicesin
past 12 months (Section C)

Number of physician visits

Number of emergency room visits

Number of visitsto nonphysician providers (nurse practitioner,
physician assistant, midwife)

Whether there were any mental health visits

Whether there were any home health visits

Number of surgical procedures

Use of inpatient servicesin past
12 months (Section C)

Number of overnight hospital stays

Number of overnight hospital stays excluding delivery/birth
Number of inpatient surgical procedures
Total number of nights spent in hospital

Preventive service use
(Section C)

Whether person has had flu shot in past 12 months
Whether person has ever had mammogram (asked of women)
If yes, time elapsed since last mammogram

Nature of last physician visit
(Section E)

Reason for last visit
IlIness or injury*
Checkup, physical exam, other preventive care*
Type of physician seen at last visit (primary care physician or specialist)*
Whether last visit was to usual source of care*
Whether last visit was to an emergency room*
Whether last visit was with appointment or as walk-in*

Costs (Section C)

Total family out-of-pocket expenses for health care in past 12 months
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TABLE ll.1 (continued)

Satisfaction and Patient Trust (Questionnaire Sections D and E)

General satisfaction (Section E)

Overall satisfaction with health care received by family
Satisfaction with choice of primary care physicians*
Satisfaction with choice of specialists*

Satisfaction with last doctor visit
(Section E)

Satisfaction with thoroughness and carefulness of exam*
Satisfaction with how well physician listened*
Satisfaction with how well physician explained things*

Patient’ s trust in physicians
(Section D)

Agree/disagree that physician may not refer to specialist when needed*
Agree/disagree that physician may perform unnecessary tests or procedures*
Agree/disagree that physician isinfluenced by health insurance company
rules*
Agree/disagree that physician puts patient’s medical needs above all
other considerations*

Employment and Earnings (Questionnair e Sections B and F)

Employment status and
characteristics (Section F)

Whether adult respondent has the following characteristics:
Owned abusiness or farm
Worked for pay or profit in past week
Had more than one job or business
Worked for private company/government/family/self-employed
business
Average hours worked per week, at primary job and at other jobs
Size of firm (number employees), at site where respondent works; at all sites
Type of industry

Earnings (Section F)

Earnings, from primary job and from all jobs

Health insurance options at
place of employment
(Sections B and F)

Whether eligible for health insurance coverage by employer
Reasons for ineligibility

Whether offered health insurance coverage by employer
Reasons for declining coverage (if eligible but not covered)

Whether offered multiple plans

Whether offered HMO plan

Whether offered non-HMO plan
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TABLE ll.1 (continued)

Other Variables (Questionnaire Sections A, B, E, and G)

Demographics (Section A) Age
Gender
Highest education level completed

Health status (Section E) Overadl health status (five-point scale from excellent to poor)*
Limited in moderate activity*

Limited in climbing stairs*

Accomplished less because of physical health*

Limited in kind of work because of physical health*

Accomplished less because of emotional health*

Less careful in work because of emotional health*

Pain interfered with work*

How much time health problems have interfered with social activities*
How much time calm and peaceful*

How much time have energy*

How much time downhearted/blue*

SF12 scores: Physical Component Summary; Mental Component Summary*#

Family income (Section G) Family Income
Race
Consumer preferences Whether person would be willing to accept limited provider choice
(Section B) to save on out-of-pocket expenses*
Risk behaviors (Section E) Whether person agrees that he/she is more likely to take risks than
the average person*

Smoking cessation interventions | Whether person has smoked at least 100 cigarettesin lifetime*
(Section E) Whether currently smoking cigarettes every day, some days, or not at al*
Average number of cigarettes smoked per day in past 30 days*
How long since quit smoking*
Whether stopped smoking one day or longer in past 12 months,
in effort to quit*
Whether physician advised smoker to stop smoking in past 12 months*

*Denotes information obtained from the Self-Response Module.

For English-speaking respondents, we used the interviewer-administered version of the SF12 Health Survey, Standard
USVersion 1.0, 1994, The Hedlth Institute, New England Medical Center. We also obtained an interviewer-administered
version of the U.S.-Spanish SF12, which was dlightly modified by project staff; modifications were reviewed and
approved by New England Medical Center staff.
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Many experts a so were consulted about potentia itemsthat could beincluded in particular sections of the

survey. Note that the experts did not necessarily endorse the items that were eventually selected.

3. Instrument Design Decisions
Themgor anadytica objectivesand design decisonsfor key sections of theinstrument are summarized

in this section.

a. Health Insurance

Measures of hedlth insurance coverage will be used to track aspects of health insurance (for example,
the percentage uninsured in each site and percentage in managed care plans in each site) and as
independent variablesin anadyses of satisfaction, accessto care, and resource use. These measuresinclude
ratesof current coverage from employment-related privateinsurance, other privateinsurance, Medicaid,
Medicare, and other public sources, as well as the percentage uninsured.

Attributesof health insurance coverage, including coveragefrom health maintenance organi zations (both
public and private), whether the plan requires primary care gatekeepers, and some information on
restrictionsin choice of physicians, were obtained. Many individuas are unaware of or do not understand
these aspects of their coverage; therefore, we were careful to select attributes for which empirica evidence
showsthat individuas can answer questions with areasonabledegree of accuracy. Selected questions had

been pretested for the 1996 Medical

We wish to express our appreciation to the following researchers who provided guidance on item
selection: JessicaBanthin (AHCPR), David Blumentha (Massachusetts Genera Hospital, Paul Cleary
(Harvard University), Gary Collins (NCHS), Anne Hardy (NCHYS), Doris Lefkowitz (AHCPR), Jeanne
McGee (M cGee and Evers Consulting), Diane McKuc (NCHS), David Mechanic (Rutgers University),
AlanMonheit (AHCPR), P. Ellen Parsons (NCHYS), Barbara Schone (AHCPR), BarbaraStarfield (Johns
Hopkins University), Anne Stratton (NCHS), and John Ware (New England Medical Center).
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Expenditure Panel Survey (formerly, National Medical Expenditure Survey) conducted by the AHCPR.?

Many of the questions on satisfaction, accessto care, and resource use have reference periodsthat
covered the 12 months preceding the survey. Thus, it was necessary to determine whether there were any
changesinindividuas healthinsurance coverage and time spent uninsured during that period, asat least
some interactions with the health care system likely occurred prior to the period of current coverage.
Although the survey providesless detail on previoudy held coverage than on current coverage, having some
information on dl hedlth care coverage during the 12 months preceding the survey will permit researchers
to addressthe problem analyticaly (for example, by controlling for theproportion of the year during which
an individual had current coverage).

It will dso beimportant to assesswhether differencesin hedlth care utilization that vary by type of
hedlth insurance plan arearesult of actua plan differencesor of individua swith different hedth care needs
sdf-sdectingintothedifferent typesof plans(that is, selectivity bias). Measuresthat alow for themodeling
of choice of health insurance plans are typically used to control for selectivity bias. For thisreason, we
obtained information on health insurance optionsat the individua’ s place of employment, aswell ason

general preferences for types of health insurance.

b. AccesstoCare
Access-to-caremeasuresin popul ation-based surveystypically includeinsurance coverage, heath
care utilization, and usud source of care. However, none of these measures ascertain whether individuas

actualy confront obstaclesin obtaining hedth care. We considered severd different typesof measuresthat

ANerecently completed a“followback” survey toinsurers, third-party administrators, and self-insured
employersto (1) obtain other details about survey respondents’ coverage, including risk-sharing with
providers, characteristicsof the provider network, and other topics; and (2) validate attributes reported
by the family informant.
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would alow usto assessthisaspect of access. Although some satisfaction questionsarere ated to access
(for example, satisfaction with travel times and gppoi ntment waiting times), these questions are subjective,
and dissatisfaction with care does not necessarily equateto lack of access. We aso were concerned about
possible differences in interpretation and response to these items according to socioeconomic status.
For these reasons, we decided to adopt the approach used by NCHS in itsredesign of the NHIS.
This approach determines whether individuals delayed care for financial or nonfinancial reasons (for
example, could not get an appoi ntment soon enough, availability of providers, convenienceof officehours).
Wefoundthismethod appealing becauseit determineswhether individua sperceived obstaclesand barriers

to obtaining health care.

c. Usual Source of Care

Whether an individual has a usual source of care--as well as the type of place or provider that
individuals report as their usual source of care--is atraditional measure of accessto care. However,
studies show that theusual sourceof careislimited asameasure of access because most individualswho
do not have ausud source of careindicate that they “do not need” or “do not use medicd care’ (Hayward
et al. 1991).

Although limited as an access measure, usud source of careis gtill useful for tracking because it alows
for someunderstanding of the care arrangementsindividua s sel ect when they need health care. Through
the series of questions on usual source of care, we can determine whether individuasidentify ahospita
emergency department as their source of care, whether they usually see physicians or nonphysicians,
whether they have a particular physician, and whether they changed their usua- source-of-care

place/provider during the year preceding the survey.
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d. Satisfaction with Health Care
Many consumer surveyscontain extensve setsof questions on satisfaction with various aspectsof heglth
care. However, many of these items overlap with the “ objective” measures that are included in the
sequence of questions on access to care and last visit. In choosing between an “objective” and a
“ satifaction”-type question (for example, actud trave time versus satisfaction with trave time), we selected
objectivemeasures. Differencesinthe degree of satisfaction or dissatisfaction with various aspects of
hedlth care may reflect different expectations or preferences, rather than characteristics of the health care
system. In addition, most questionson satisfaction require self-response, which would haveincreased the
burden on additional household members and, potentially, the level of nonresponse for these items.
Nevertheless, wewanted to include the most sdlient items on satisfaction, aswell asitemsthat had no
“objective’ counterparts. Theseitemsincluded satisfaction with overall health care, choice of providers,

thoroughness of the examination received at the last visit, and provider—patient communication.

e. Resource Use and Process of Care

Tracking changesin the use of hedlth servicesisan important god of the study. However, the amount
of detail that can be obtained on the type and quantity of services used is limited by the ability of
respondentsto accurately recdl thisinformation. Individuasa NCHS who wereinvolved inthe redesgn
of the NHISwere consulted about methodol ogical issues, and we reviewed the results of severa studies
that examined the effect of length of recall on the amount of reporting error for questions about specific
types of services. These studiesindicated that the accuracy of recall of the characteristics of hedlth care

encounters decays continuously after one month (Jay et a. 1995).
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For these reasons, we followed the gpproach used by NCHS initsredesign of the NHIS. Welimited
itemsbased on 12-month recall to generd measures of health services use (physician visits, hospital says,
surgical procedures), aswell asto certain specific preventive measures, such asmammography screening
for women and flu shots for elderly people.

Giventhetimecongraintsandrecal problemswe havediscussed, it wasnot feasibleto obtain detailed
information on al medical encounters (for example, the reasons people seek health care, the types of
providersthey see, the“mode of entry” into the system, and the travel timeto providers). These details
were obtained only for thelast physicianvisit during the 12 months prior to the survey. Aggregating the
“last vigt” measuresacrossal individua sinthe community will alow for arepresentative analysis of how

health care utilization patterns are changing at the community level.

f. Patients Trust in Their Physicians

Questionson patients’ trust in their physi cianswas another areathat required subjective evaluation by
respondents. Thistopicisanimportant tracking issue because changesin the health care system havethe
potentid todisrupt thetraditiona patient—provider relationship and patients' perceptionsof their physicians,
both of which could affect the qudlity of care. We consulted Dr. David Blumenthal and Dr. Paul Cleary,
of Harvard University, and obtained questions developed by Dr. Cleary to measure public opinionson
theseissues. These opinionsincluded perceptions of whether the respondent’ s physician refersthe patient
to specidists when needed, whether he or she performs unnecessary tests and procedures, whether he or
sheisinfluenced by hedlth insurance company rules, and whether he or she placesthe patient’ s medical

needs above all other considerations.
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g. Health Statusand Tobacco Use

Health status measures will be used to meet three analytical goals. (1) asindependent variablesin
modeling choice of health plans (important for analyses of risk selection); (2) asindependent variablesin
andyses of accessto care, resource use, and satisfaction; and (3) to identify individuaswith specia needs
who might be sampled for various studies.®> These considerations drovethe decision to usethe SF12™,
devel oped by John Ware and colleagues at the New England Medical Center Hedlth Ingtitute. The SF12
haswide acceptance asameasure of health status, and considerable empirical work supportsthevalidity,
reliability, and precision of thisinstrument. Furthermore, guidelines have been developed for interpreting
the meaning of differences and changes in health status scores based on the SF12. The SF12 isaso
strongly associated with health services use, which isimportant for our second analytical objective.

Wedid not include an extensive list of risk behaviors, as many are not directly influenced by the hedlth
care system. Weincluded questions on smoking behavior because this behavior is considered aserious

health risk that can be influenced by health care providers.

4. Cognitive Interviewing
Cognitiveinterviewing was used to assessrespondents’ understanding of several questions.* These
guestions, with assessments of understanding shown in parentheses, included the following:
C Whether questionson managed care, designed for privateinsurance plans, made sensefor persons

covered by managed care plans under Medicare, Medicaid, and military plans (required some
modifications in question wording)

3For example, scores on the mental health component of the SF12 are being used to sample people
for acollateral study that researchersat UCLA and RAND are conducting on personsat risk for alcohol
abuse, drug abuse, and mental health conditions.

“A full report on the results of cognitive interviewing is available from MPR.
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C For those uninsured at the time of the interview, whether respondents could recall the type of
insurance coverage they had had prior to losing their insurance coverage (yes, if bounded by 12-
month recall)

C Whether respondents understood questions and answer choicesfor questions on unmet need (yes)

C Whether respondents could respond to subjective questionsfor othersin the FIU on changesin
access to health care and overall satisfaction with health care (yes)

C Whether respondents understood the distinction between well-patient and sick-patient visits
(required some changes in question wording)

C Whether family informantscoul d answer questionsabout spouses’ insuranceplans® (spousesindual-
policy FIUs were able to respond to questions about each other’ s insurance plans)

5. Instrument Modificationsto Obtain Infor mation from Nontelephone Households

Most of the CTS Household Survey interviews were obtained from the random-digit-dialing (RDD)
sampling frame. However, we used an area probability samplein the 12 high-intensity sitesto conduct
additiona interviews with FIUs in households with intermittent or no telephone coverage. Sampled
househol dswere administered a screening interview to identify digible households (see Appendix B). Fed
interviewersthen gave cdlular telegphonesto the family respondents, to be used to cdl the MPR telephone
center. Thus, interviews could be conducted using the CATI program.

Wemodified the CATI instrument dightly for field administration. Because of the high cost of making
returnvisitsto these househol ds, we attempted to obtain proxy information about al household members
from onefamily informant, rather than from aseparateinformant for each FIU, aswasdonefor the RDD
sample. However, thefiddinterviewer attempted to obtain answersto self-response modulesfrom each

adult in the household.

>Other relatives and nonrel atives were assigned to separate FIUs.
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C. DEVELOPMENT OF SURVEY MESSAGES, ENDORSEMENTS, AND ADVANCE
MATERIALS

Notifying potentia respondents by mail before aninitid call is made can reassure them about asurvey’s
authenticity and purpose. Thewillingness of the general public to participate in asurvey may aso be
increased by obtaining sponsorship or endorsement from awell-known public organization (usualy a
government agency), and by designing aconvincing survey introduction describing the survey’ s purpose
andvaue. Inother RDD hedth surveys, we had successfully used advancel etters, sdient survey messages,
and endorsements by senior government officia s to achieve high response rates without having to offer
monetary incentives. For example, we achieved a 73 percent responseratefor the RDD component of
the RWJF Family Health Insurance Survey, which had been conducted in 10 states during 1993-1994.
The purpose of that survey was to provide data needed by states planning health care reform.

For the CTS Household Survey, we were concerned that health tracking might be less salient to
respondents than hedlth care reform, which dominated public debate when the Family Health Insurance
Surveyswere being conducted. We aso redlized that the public’ slimited awareness of foundationsand
their role in supporting health research might result in lower response rates than would surveys conducted
on behalf of governors' offices or state health departments (these organi zations were sponsorsfor the
Family Hedth Insurance Survey). Consequently, wetook severd stepsto increase the survey’ s percelved
impact and vaue, including requesting government endorsements and contracting with acommunications

consultant to develop and test messages for inclusion in survey introductions.
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1. Endorsements

Ourinitid effortsfocused on obtaining nationa endorsementsfromtheNational Governors' Association
andthe U.S. Public Hedlth Service. Unfortunately, these organi zationsindicated that it was against their
policiesto endorse asurvey they were not sponsoring. Next, we contacted the Association of State and
Territorial Health Organizations (ASTHO), which sent aletter to state health directors describing the
survey; however, ASTHO could not endorseit, either. Wefollowed up by mailing background materia
about the study to state hedlth directorsin al states containing sampled communities. Officidsin 11 sates
and twolocal communities provided | etters of endorsement, and 26 hedth officialswerewilling to alow
usto referencetheir support for the survey in survey introductions and advance | etters on RWJF | etterhead.

Thelist of officials endorsing the survey isincluded in Appendix C.

2. Advance Lettersand Survey Brochures

Working with acommunications consultant and staff at RWJF, we devel oped a standard format for
letters mailed under state or county health department or RWJF | etterhead (Appendix D). Prior tothe
interviewer’ stelephone cal, the letterswere mailed to househol dswith published addresses. We used state
or county letterhead for sampled sites and areas of the national sample for which letters of endorsement
were obtained; for other areas, we used the letterhead of the presdent of RWJF. Theinitid endorsement
letter was modified asaresult of feedback provided during thefirst few weeks of datacollection. The
revised letters, included in Appendix D, madereferenceto variousmonetary incentives, which were offered
as part of an experiment to increase response rates. (The experiment is discussed in Chapter 1V.)

In addition, we devel oped afour-pane brochure to accompany the letters, which was also trand ated
into Spanish (Appendix E). Thebrochuredescribed the study’ sgoals, discussed RWJF srolein helping

communities, presented apersona statement from the president of RWJF, and listed questionsand answers
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about survey participation. The brochure included a customized insert, listing specific RWJF health
projects completed in each State that contained sampled communities; thisinsert was excluded from areas
in the national supplement that were not in one of these states.

We expected that survey cooperation rates would be higher for households receiving advance letters
and brochuresthan in householdsthat did not receive them, and that | ettersfrom state health officialswould
haveagreater impact than thosefrom RWJF, which hasrelatively lessnamerecognition. Althoughwedid
not randomize assignment of advance material sto househol dswith published addresses, wewere ableto
compare cooperation rates between househol dswith published addresses, which recelved brochures, and
those with unpublished addresses, which did not. Even if cooperation rates were relatively higher in
househol dswith published addresses, wewould not have been ableto separate the effect of theletter and
brochure from factors related to the decision to publish one' stelephone number. However, if we had
achieved no better cooperation rates from households receiving the letter and brochure, then it would have
been reasonable to infer that the advance materials had no impact.®

We observed that neither the advance |l etters, whether from the state or RWJF, nor the brochures had
any impact oninitia cooperation rates, which were defined astheratio of completed interviewsto the sum
of completed interviewsand initial refusas. Theinitia cooperation ratesfor householdsincluded inthe
experimental sample are as follows:

C Househol ds with published addresses receiving RWJF | etters and brochures (55.6
percent)

®*Note that these househol ds also were part of an experiment to test theimpact of monetary incentives
on cooperation rates; however, the incentive treatments were randomi zed across the sample and did not
interact with the use of |etters.
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C Householdswith published addressesreceiving | ettersfrom state health officialsand brochures
(54.9 percent)

C Householdswith unpublished addresses (and therefore not receiving letters or brochures) in sites
inwhich householdswith published addressesreceived RWJF | ettersand brochures (54.9 percent)

C Householdswith unpublished addresses (and therefore not receiving letters or brochures) in sites
in which households with published addresses received | etters from state health officials and
brochures (53.3 percent)

Asaresult, wediscontinued advance mailingstoinitidly sampled househol dswith published addresses.

However, we used arevised |etter, accompanied by an incentive check, for refusal conversion efforts

conducted during the second half of the field period (see Appendix D).

3. Survey Messages

In addition to obtaining endorsements and devel oping advance materials to be mailed to sampled
househol ds with published addresses, we worked with the communi cations consultant to develop an
effective survey introduction in the survey instrument. First, we reviewed survey introductions used in
related health surveys and the results of opinion surveys on perceived health concerns. Then, we
developed severd messages built around the importance to the general public of health tracking and tested
the messages through cognitive interviewsand pretesting. A key issue wasthe broad focus of the study,
which was difficult to capturein abrief statement that resonated with the general public. For example,
messages that emphasized access issues, such as affordable health care or meeting the needs of the
uninsured, failed to dicit responses from households that were basically satisfied with their coverage.
M essagesemphasi zing sati sfaction with health careand hedlth planswere not particul arly effective because
the survey was not sponsored by the respondent’ sinsurer or by government agencies overseeing hedlth

plans.
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Although wetested many survey introductions, we used three during the survey (see Exhibit111.1). The
first was devel oped prior to the survey and was successfully pretested. However, the pretest samplewas
small and from two communitiesthat were not included inthe CTS sample. In addition, the pretest used
experienced interviewers. Theintroduction, which emphasi zed specific godsof the survey, later proved
to beineffective with most households and was rej ected shortly after the survey began. Review of thetext
on reasonsfor refusads and interviewer debriefingsindicated that the introduction wastoo long and placed
too much emphasis on the study’ s research objectives.

Refusal rates declined with the second approach, which reduced the emphasis on research objectives
and increased the emphasis on state endorsements and the value of information on public health needsto
communities. The second approach aso included text on experimentally varied respondent incentives
designedtotest theimpact of incentives on survey participation (discussed in Chapter V). Asaresult of
the experiment, which showed that monetary incentives significantly increased survey participation, we
opted for an abbreviated introduction, emphasi zing theincentive and state endorsements. Weidentified
the sponsor asa“nonprofit foundation” rather than specifying it by nameand further reduced discussion
of study goals. We provided additional text on sponsorship, survey goals, interview content, and
confidentidity on CATI screensand background materid provided to interviewers. Interviewersused this
information to answer questions from respondents who had indicated interest in the survey, but wanted
additional information.

Our experience demonstrated the importance of developing and testing aternative formulations of
survey introductions and advance materials, even for surveys conducted afew years apart about smilar
topics (accessto hedth care), using the same sampleframe (RDD), and funded by the same organization.

We had been very successful in using a brief, effective survey introduction for the
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EXHIBIT 111.1

SURVEY INTRODUCTIONSUSED ON THE CTSHOUSEHOLD SURVEY AND THE FAMILY
HEALTH INSURANCE SURVEY

CTSHousehold Survey (1996-1997) Introductions

1.

First Introduction (July-August 1996)

Hello, my nameis . I’'m part of anational research project on health care sponsored by the
Robert Wood Johnson Foundation. [IF PUBLISHED TELEPHONE NUMBER: Y ou may have
recently received aletter and brochure describing our project.] We are interviewing over 36,000
househol ds throughout the country about their health and health needs. We are not trying to sell
anything or ask for money. Our god isto get an accurate picture of how changesin hedth insurance
and hedth care are affecting us, and to use what we learn to encourage better hedth care. We will
share our findingswith peopleresponsiblefor health care and health insurance. Stories about our
project also will appear in newspapers, and on television and radio. Because the survey concerns
hedlthissues, | would like to speak with the adult most familiar with the health care of the people who
live in your household.

IF MORE NEEDED: We are doing this study becauise so much has changed in recent years, such as
the growth of managed care and how we choose doctors and hospitals. Many people today are
concerned that they may losetheir hedlth insurance, might haveto pay morethan they can afford, or
they won't be ableto get the care they or their familiesneed. Our goal isto get accurateinformation
on peopl€ s hedth needs and problems to decision makersin government and industry. Y ou may be
interested to know that [NAME AND TITLE OF HEALTH OFFICIAL ENDORSING STUDY
IN RESPONDENTS COMMUNITY] urges residents of [STATE] to take part in the survey.

Second Introduction (September 1996-M ar ch 1997)

Hellomy nameis . I'mcaling to ask you to take part in amgjor hedth study. This study
is supported by [NAME OF HEALTH DEPARTMENT/IF STATE NOT LISTED: state health
departments throughout the country], and is funded by The Robert Wood Johnson Foundation.
[INCENTIVE: Because your participation isvery important to our study, we will send you or your
family [AMOUNT] for helping uswith the survey]. We arenot trying to sell anything or ask for
money, and we are not associated with any political party [PHRASE DROPPED AFTER
ELECTION]. Wesimply want to know your concerns and options about hedlth care so communities
in[STATE] and other state will have accurate information about peopl€ s hedth needs. Sincethe
survey isabout healthissues, I’ d like to speek to the person who ismost familiar with the health needs
of the people who live here.

IFMORE INFORMATION NEEDED: Weare doing this study because health care has changed

so muchin recent yearsand wedon'’t really know how people are being affected by  these changes.
This study will help [NAME OF STATE HEALTH DEPARTMENT/state
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EXHIBIT 1l1.1 (continued)

hedlth departments] and othersresponsiblefor health care answer important questions. For example,
the study will help us understand what types of hedlth care plans cover different families needs, how
sati sfied people arewith their insurance plans and medica providers, whether people can afford the
hedlth care they need, and how we can help people who don’t have health insurance or may loseit.
Wearenot propos ng particular solutionsto these problems. Our godl isto get accurateinformation
bout peopl€’ s health concerns and views and to use this information to improve heath carein
communities throughout the country.

Third and Final Introduction (March-July 1997)

Hello, my nameis . I’'mcaling to offer you [$xx] to help uswithamgjor hedth study. It's
sponsored by anonprofit foundation and is supported by state health departments throughout the
country, [including [fill in state health department]].

We re not selling anything or asking for donations; we just want to hear about your opinions and
concernson hedlthissues, and as| mentioned, wewill pay your family [$xx} for helping uswiththe
survey. Sincethe survey isabout health issues, | would liketo spesk with an adult who lives hereand
is familiar with the health care of family members. Let’sbegin...

ADDITIONAL INFORMATION INCLUDED ON CATI SCREEN TO BE USED ASNEEDED

C

C

C

WE ' re doing the study because health care has changed so much in recent years and we don’t
know how these changes are affecting people like you.

The questions are very basic --thingslike“ Are you satisfied with your health care? How long does
it take you to get to the doctor? Have you had aflu shot in the last 12 months?’

Theinterview isgtrictly confidentiad and you don’t haveto answer any questionsyou don't want to.

Thestudy isfunded by The Robert Wood Johnson Foundation, anonprofit organization whosesole
mission isto improve health care. The Foundation isnot associated with any political party or
private company. Since 1972, the Foundation has given more than $2 billionin grantsto train
doctors and nurses, to makesure children get their shotS against diseases, and to help meet health
needs of the elderly.

71



RWJF 1993-1994 Family Hedlth Insurance Survey, which was sponsored by governors' officesor state
health departments in the surveyed states and emphasi zed the value of those surveys to

“... design abetter system, in which health care is more affordable and easier for peopleto obtain.”

We were not able to develop a universal message about hedth tracking for the CTS Household Survey
that was effective with the general public. Instead, we devel oped a menu of messages to respond to
different subgroups. Wefound that advance materid swere not effectiveinincreasing survey participation,
unlessthey were accompanied by amonetary incentive. Interviewers believed that state and local health
department endorsementswere helpful in gaining the respondents’ attention and encouraging cooperation.
However, advance letters on hed th department | etterhead did not increase survey participation. Monetary
incentives, interviewer perdstence, and extensive use of refusa conversions(discussedin Chapter 1V) were
the key factorsin achieving acceptable responserates on the CTS Household Survey. Thisexperience
reinforces the importance of systematically testing the impact that various components of a survey
introduction (sponsorship, purpose, and content), methods of presentation (interviewer introduction,

advance materials), and incentives have on survey cooperation.

D. INTERVIEWER SELECTION AND TRAINING
1. RDD Sample
a. Recruitment

Most of the interviewing for the RDD sample was conducted by MPR, with assistance from Battelle
and CODA, survey organizationsthat usethesame CATI sysemasMPR. Altogether, 302 interviewers
were trained for the household survey, 258 from MPR, 31 from Battelle, and 13 from CODA. MPR
conducted 10 initia training sessionsin July 1996, CODA conducted 1 session in mid-September, and

MPR conducted 2 sessions with Battelle interviewers in late October. MPR conducted two additional
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training sessionsin mid-November and early December to compensate for attrition, as many of the
interviewershired during the summer were coll ege studentswho returned to school. MPR conducted three
additional sessionsin April 1996 and May 1997 to ensure completion of the survey within the designated

field period.

b. TelephoneInterviewer Training Program

New interviewerswere given MPR’ s standard genera interviewer training program, which lasted 12
hours and which was conducted in three 4-hour sessions. Topics included obtaining cooperation,
understanding bias, using probing methods, using the CATI system, and administrativeissues. A variety
of mediaand methodswere used in training, including avideo tape on therole of theinterviewer and bias,
roleplaying, and written exercises. CODA and Battelle conducted their own general interviewer training
sessions.

Training on the survey instrument also lasted 12 hours, conducted in three4-hour sessions. Theinitia

training agenda included:

C Anintroduction to the study, client, and sample

C Review of the instrument presented or video screen

C Review of special skills needed to conduct health surveysand interview elderly
respondents

C Review of contact procedures and advance materials
C Hands-on practice with four scripted mock interviews
Appendix F containsthe Household Survey Interviewer’ sManua (Center for Studying Health System

Change 1998). The Household Survey Trainer’s Agendaisincluded in Appendix G.
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Becauseof low initia cooperation rates during thefirst month of interviewing, wereviewed the survey
introduction (discussed previoudly) and interviewer training on refusal avoidance. Interviewer and
supervisor debriefingsindicated that theintroduction wastoo long, and that interviewerswerenot always
adept at addressing respondents’ concernsabout survey participation. Asaresult, theintroduction was
shortened, and a separate set of “Follow-Up Statements’ was developed to give interviewers more
flexibility in providing information specific to therespondents’ concerns. These statementsa so were color
coded asamemory cuefor interviewers, so that theinterviewers could more easily identify thefollow-up
statements that best responded to various concerns.

All initidly trained interviewerswere given refusa-avoidance retraining based on the new materias (see
Appendix H: Refusal Avoidance Retraining Program). Thefirst ssgment of retraining covered the new
introduction, use of the follow-up statements, and generd advice on persuasion styles. During the second
segment, the interviewer made three callsto amock respondent (a supervisor or assistant supervisor) who
played three different types of reluctant respondents. The contents of the refusa avoidance retraining was
added to the core training for later training sessions.

2. Field Sample
a. Recruitment

MPR interviewerswererespongblefor dl fidd interviewing. Initidly, 22 ligersweretrained inthe 12
high-intensity sites; 4 were replaced over the course of thefield period. All listersweretrained to make

screening calls, five screeninginterviewers, who had participated inlistings, were subsequently replaced.
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b. Training

MPR mailed itslisting manual to all listersin advance of thetraining, and listers were instructed to
conduct two hours of home study prior to receiving training. Training was conducted during atwo- to
three-hour conferencecall, inwhichthe MPR trainer reviewed listing and survey procedureswith groups
of four tosix listers. Topicsincluded an overview of the project; an explanation of listing materidsin the
sample packet; step-by-step instructions for listing and handling inquiries; review exercises; and
administrative issues.

Training to conduct screening interviews lasted two hours. Screening interviewerswere trained in the
survey introduction and refusa avoidance; thetelephone screener; operation of the cdllular telephone; and
follow-up interviewing methods, such as attempting contacts a varying times of the day and gaining entry
to gpartment buildings. After completion of thetraining program, each trainee called the M PR telephone
center and conducted amock screening interview with asupervisor. Memorandaprovidedtofieldlisters
and screening interviewersthat outlined procedures and approachesfor avoiding refusasareincludedin
Appendix . (Asnoted, field interviewerswere not trained to conduct the survey; instead, they called the

MPR telephone center and then gave the respondent a cellular telephone to complete the interview).

E. CATI SYSTEM
All data collected for the CTS Household Survey were produced using computer programs made
available through the Computer Assisted Survey Methods Program (CSM), University of California,

Berkdley.” The CSM computer-assisted interviewing program, CASES, is one of the most widely used

"Neither the CSM staff nor the University of California bear any responsibility for the results or
conclusions presented here.
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CATI systemson public policy surveys. Morethan 70 survey organizations, including the U.S. Bureau of
the Census and Statistics Canada, are CSM members.

MPR used CASESto develop instruments and datacleaning programsfor the CTS. In addition,
we devel oped customized programsfor alocating the sample and controlling the distribution and timing of

calls and developed specialized reports (discussed in Chapter 1V) for monitoring the survey results.
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V. DATA COLLECTION

Inthefirg part of thischapter, we provide an overview of sample sizes, response rate cdculaions, and
datacollection procedures. |n subsequent sections, we describe organization of therandom-digit-dialing
(RDD) and field data collection efforts; regponse rates; efforts to reduce nonresponse, including refusal
conversions, monetary incentives, use of Spanish-speaking interviewers, selective use of proxy
respondents, and calls to telephone companies to ascertain residential status for telephone numbers that

were difficult to contact (for the RDD sample only); and quality assurance procedures.

A. OVERVIEW
1. Sample Sizes and Response Rates

A totd of 32,732 family insurance unit (FIU) interviewswere completed, 32,097 from the RDD sample
and 635 fromthefield sample. The FlUsincluded 49,807 eligible adultsand 10,639 sampled children
under the age of 18, for atotal of 60,446 individuals. The FIU response rate is the product of the
household enumeration response rate and the FIU interview response rate, the latter conditional on
completing the househol d enumeration questions needed to determine eigibility for thesurvey andtoform
FIUs(seePart A of the survey instrument). Sixty-eight percent of thecombined RDD and field samples
compl eted the househol d enumeration questions. Among the househol ds compl eting these questions, 95
percent of the FIUs that were formed completed the interview, for a cumulative response rate of 65
percent.

For the RDD sample, the household enumeration responserateistheratio of the number of households

compl eting the enumeration questionsto the estimated number of households. The estimated number of

householdswasthetota of tel ephone numbers confirmed by interviewer contact to bethose of households
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and an imputed estimate of resdentid status, for telephone numbersthat did not result in acontact after 20
cdls. TheFUswereformed after household enumeration. Some householdsincluded morethanoneFlU,
and some of the secondary family informantsin these households refused to complete the interviews or
could not be successfully interviewed for other reasons.

For thefield sampl e, the household enumeration responserateis analogousto the RDD rate; that is, it
istherdtio of field-digible screened householdsto the estimated number of eigible householdsinthefied
sample. For field interviews, the household informant acted asinformant for al FIUs, and there wasno
additional nonresponseat the FIU level. Fied interviewswere conducted inthe 12 high-intensity sitesand
were used in making site-level and national estimates.

Reported response rates for the RDD samples and for the combined RDD and field samples are
unweighted, asthey areintended asmeasuresof performance. Because of theminimal useof oversampling
inthe Community Tracking Survey (CTS), unweighted responserates can a so serve asreasonable proxy

measures for potential nonresponse bias.

2. Call Scheduling and Follow-Up Efforts

Telephone numbersin the RDD frame released for interviewing were controlled by the computer-
assisted telephoneinterviewing (CATI) scheduler, supplemented by hard-copy disposition sheetsthat were
used to track selected subgroups, requiring different follow-up rulesthat could not bemet by the scheduler.
The scheduling program randomly assigned sampled telephone numbersto interviewers, with nonscheduled
callsbased on optima calling patterns, dispersed over different times of the day and different days of the
week. Firm gppoi ntmentswere schedul ed within a20-minutewindow; other ppointmentswere scheduled

within a 60-minute time period, based on information provided by the interviewer.
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Refusals were assigned to a subgroup of particularly skilled interviewers (known as “refusal
converters’); the period for reassigning refusals, typically four to eight weeks, was designed to minimize
theimpact of the prior refusals. Refusal converters used information about the reason and intengity of the
prior refusalsin planning their calls. Becauseinitia refusal rateswere higher than expected, wenormally
did not retire a case until household members had refused three times, with refusal conversion calls
dispersed over several months. Thirty-one percent of FIUs refused at |east once before agreeing to
complete the interview; the refusal conversion rate was 52 percent.

A separate core of Spanish-gpeaking interviewers was assigned cases in which the family informant or
other adults assigned aself-response modul e preferred to conduct the interview in Spanish. A total of
1,182 Spanish interviews were completed, representing 3.7 percent of all FIUs.

Weinitidly planned to limit follow-up effortsto 12 callsto determine whether atelephone number was
resdential, and to 20 cdlsto completean interview after an FIU wasidentified. Because many teephones
could not be classified asresidential or nonresidential after 12 calls, and effortsto obtain information on
resdentid statusfrom local telephone companiesweregeneraly unsuccessful, weincreased thislimit from
12to 20 cdls. Inaddition, weincreased thelimit ontota callsto confirmed residentia telephone numbers
from 20 to 40 to allow sufficient time to complete refusal conversion and other follow-up efforts.

Initialy, we limited monetary incentivesto $15 per FIU and offered them only toinformantswho had

previously refused or for whom accurate addresses were needed for a followup survey.*

The CTSHousehold Survey was designed to bereported two yearslater (Metcalf et a. 1996).
We assumed that asample of households completing round one interviews would be surveyed again.
Incentives were offered to family informants in househol ds selected for reinterview that had unlisted
telephone numbers.
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However, asrefusal rates were higher than expected, and the $15 incentive appeared to be relatively
ineffective, we conducted an experiment to determine the impact of monetary incentives on survey
cooperation. Asaresult of thisexperiment (discussed in greater detail later in thischapter), we offered $25
to each FIU.

Dwdlling units selected for the field sample were screened by interviewerstoidentify househol dsthat
had not had telephone service for aperiod of two weeks or more since the beginning of the RDD data
collection period. Fiedinterviewersmade upto six viststo completethe household interview. Because
the cost of completing field interviewsis much higher than that of compl eting telephone interviews, we
attempted to reduce thelikelihood of refusas by offering each family informant $25 for completing the
interview. Surveys conducted in person typically have lower refusal rates than those conducted by
telephone; a s, thefield sample, which waslimited to househol dswith no or intermittent telephone service,
was predominantly low income and responsive to cash incentives. Refusal rates were very low, and we
did not need tomount arefusa converson effort for thefidd sample. However, consderable effortswere
made to obtain access to locked apartment buildings, which comprised asignificant portion of sampled

dwellings in some interviewing areas.

3. Data Editing, Coding, and Cleaning

One of the most important advantages of computer-assisted surveysisthat errors can beidentified and
corrected during theinterview by building logic, range, and consistency checksinto the program. The
CATI program (CASES) d so permitsinterviewersto back up and change answersto previoudy answered
guestions without violating instrument logic.

Because of differencesin design, separate instrument programs were written for the RDD primary FIU
survey, RDD secondary FIU survey, and field survey. Separate Spanish versions of the programs were
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written aswell, but their structureswere the same asfor the corresponding English versions. Separate
cleaning programs were written for each of the three survey indruments. The indrument cleaning programs
enforce questionnaire logic strictly. Aninterview could not be certified as clean until al appropriate
questions had ether been answered or assigned an acceptable nonresponse vaue, and until the datarecord
for each interview was consistent with the instrument program logic.

Survey questions were primarily closed ended. Questions on industry were open ended, and text
responses were coded to the two-digit Standard Industrial Classification (1987) (SIC) coding structure.?
A program waswritten to read text responses and, based on character stringsin thetext, to assign two-
digit codes. Responses without recognizable patterns were manually coded; a sample of computer-
generated codes also were reviewed by acoder. Fifty-four percent of the codes were assigned by the
program; the remaining 46 percent were coded manually.

Other open-ended itemsincluded persona contact information, insurance plan names, and employer
names. Persond identifying information remained confidential and was maintained in aseparatefile used
only to assign respondent payments and subsequent interviews. Information on insurance plan namesand
employer nameswas used to conduct aseparate followback survey to link data provided by insurerswith
the household file.

In addition, the survey included text responses to closed-ended questions, with options for answersthat
did not correspond to precoded categories. Additional codes were assigned to text responses for the

following questions:

2The Federal Register has indicated that the SIC will be replaced with the North American
Industry Classification System; if replacement occurs, we may haveto revise the codes used for theinitid
CTSto conform to the revised system for subsequent surveys.
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blil: type of health plan (other)

b84: why coverage stopped (other)

b881: why changed plans (other)

c831: why postponed care (other)

d151: why changed usual source of care (other)

f521: why not participant (other)

f531: why ineligible (other)
Text files were provided, but additional codes were not assigned for these questions:

b1f1: type of military plan (other)

b121: type of health profile (other)

d201: reason for no usua source of care (other)

g221:racelethnicity (other)
4. Reformatting Data Filesand File Delivery

A program was written to reformat the cleaned instrument responsesinto FIU- and person-level data

files. Analysisfileswerethen prepared in SAS, and additional edits performed. The additional edits
included checks on the number of missing valuesfor FIU- and person-level data, additional checkson
relationship codes, deletion of FIU and person recordsfor which incons stenciesamong rel ationships could
not beresolved, assignment of additional nonresponse val ues, and some constructed variables. Weights

were gpplied to the datafiles (see Chapter V). Instrument cleaning, reformeatting, and SAS programs used

in the preparation of these files are maintained by Mathematica Policy Research, Inc. (MPR).

B. ORGANIZATION OF THE RDD AND FIELD SURVEYS
1. RDD Survey

Interviewing for the RDD samplewas conducted primarily from MPR’ s Princeton telephone  center,
with assistance from two subcontractors--CODA and Battelle. All three organizationsused the same
CASES CATI system. Theinitid CATI instrument and reporting programs, aswell as updatesto those
programs, weretransmitted from MPR to its subcontractors viadedicated datalines. Completed survey
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dataand reportsonfield progressweretransmitted daily. The survey reports enabled supervisorsin each
site and project management in MPR’s Princeton office to monitor production and performance

continuously. Several field reports were produced, including:

1 Statusdigposition reportsshowing daily and cumulative distributions of interim and fina survey
statuscodes (completions, variousnonresponseand indigibility digpostions, and current statuses
for active cases), for thetotal sample; for householdswith published and unpublished tel ephone

numbers, and on subgroups, including Spanish samples, primary and secondary FIUs, and refusd
conversion samples

! Weekly status disposition reports showing cumulative distributions of interim and fina survey
disposition codes, by site

! Specialized weekly reports to monitor the results of experimentsto test the effect of incentives,
advance letters, and prepayment on response rates

! Daily interviewer performance reports to monitor last-day and cumulative performance
satistics, including completions, separate self-response modules, first refusals, fina  refusdls,
number of calls, time per cal, and time per completed interview

Field reportswere supplemented by regularly scheduled weekly conference callswith survey supervisors

and by site visits to review changes in procedures.

The distribution of completed RDD FIU interviews, by data collection site, is shown here?:

MPR Battelle CODA
Completed FIU 21,347 8,272 2,487
Interviews
Percentage of Total 66.5 25.8 1.7

3Includesasmall number of completed interviews deleted from thefina datafile during datacleaning.
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Although 302 interviewers were trained, most of the interviewing was conducted by a cadre of 70
interviewers at MPR and 19 at Battelle, each of whom completed at least 100 interviews. These
interviewerscompleted 76.5 percent of al theinterviews. Themain sourcesof interviewer attrition were
(1) college studentsreturning to school inthefal of 1996; and (2) high initia refusa rates, which required

extensive follow-up efforts.

2. Field Survey

All thefield listing, screening, andinterviewing was conducted by MPR staff. \We maintained astaff of
22 ligersacrossthe 12 high-intengity Sites, varying the number assigned to listing and screening by steto
reflect differencesin sampledlocation. Four staff memberswerereplaced during listing, and five during
screening. All field staff were supervised by M PR survey managers, located in Princeton. Reportswere
devel oped to monitor both listing and screening outcomes. Becauseinterviewswith eligible households
were conducted viacd lular telephone callsto MPR’ s Princeton tel ephone center, the CATI reportswere
used to monitor interview production and sample dispositions, by site. Field listers and screening

interviewers reported to the MPR supervisor on aweekly basis.

C. RESPONSE RATES
1. Calculation of Response Rates
Thefollowing sections describe how we cal culated response ratesfor the RDD, field, and combined

samples.



a. RDD Sample--Residential Telephone Status
Thefirst step wasto determineres dential telephone statusfor each sampled tel ephone number on

the basis of itsfinal disposition code, summarized in Table1V.1. Disposition codesare defined more

completely in Table IV.2.

b. RDD--Household Enumeration Questions Rate

At the household level, we calcul ated a household enumeration questions response rate using
disposition codesfor al released tel ephone numbers; for househol ds with more than one FIU, we used the
disposition code for the primary FIU. In forming thisfile, we created three flag variables based on
disposition class (see Table 1V .1):

1. IfclassA, B, C, D, or E, then PHONDET=1 (residential or nonresidential telephone
status was determined)

2. If class A, B, C, or D, then PHONELIG=1 (working residential tel ephone number)

3. If class A, B, C, or D and NFAM (number of FIUs variable) is nonmissing,the
SCRCOMP=1 (primary FIU completed household enumeration questionsin the
instrument)

The next step was to count the number of sampled telephone numbersin each of the three categories, as
well asthetota number of telephone numbersreleased, by site (the supplemental sampleistreated asa

separate Site) and by telephone number type (published or unpublished). The cumulative countswere as

follows:
ALL = 70,936
PHONDET = 67,312(3,624 had undetermined residential telephone status)
PHONELIG = 38,291(29,021 were nonworking or nonresidential numbers)
SCRCOMP = 27,381(10,910 primary FIUs did not complete the household

enumeration questions)
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TABLEIV.1

DETERMINATION OF RDD SAMPLE ELIGIBILITY

Final Disposition Codes

Class and Description Primary Secondary

A Working residential telephone, FIU eligible, FIU 1,2 1,2
responded

B Working residentia telephone, FIU dligible, FIU did 22 21,22,30
not respond

C Working residential telephone, FIU indligible 41, 47, 49 41, 47, 49

D Working residential telephone, FIU digibility 21,30, 39,64, 44,53,
undetermined 66, 67 54, 65, 67

E Not aworking residential telephone number 40, 50

F Working residential telephone status undetermined 65
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TABLEIV.2

CTSHOUSEHOLD SURVEY FINAL DISPOSITION CODES FOR THE RDD SAMPLE

Final Disposition Working Residential Primary FIU Secondary FIU
Code Description Telephone? Eligible? Eligible?
1 Complete Yes Yes Yes

(n=24,903) (n=5,793)

2 Complete (but not all other Yes Yes Yes
adults) (n=1,377) (n=28)

21, 39, 64 Refusal Yes Unknown Yest

(n=6,687) (n=283)

22 Refusal (breakoff) Yes Yes Yes

(n=2,156) (n=220)

30 Language/other barrier Yes Unknown Yest
(inaccessible), no proxy (n=667) (n=59)
available, proxy refused

40 Not aresidence No Not applicable Not applicable

(n=13,839)

41 Not selected--ineligible (no Yes No No
oneeligible to be (n=325) (n=441)
informant)

44 Secondary FIU Yes Not applicable Unknown
nonworking number (n=59)
(disconnect--no listing)

a7 Ineligible FIU Yes No No

(n=3) (n=11)

49 Other ineligible--died or Yes No No
error in household (n=13) (n=70)
composition; duplicates
recorded

50 Nonworking number No Not applicable Not applicable

(n=15,182)

53 Secondary FIU moved; no Yes Secondary only ~ Unknown
forwarding number; no (n=190)
proxy available

54 Secondary FIU--changed to Yes Secondary only  Unknown
nonworking number (n=204)
during callbacks

65 Maximum calls (no contact) Unknown Unknown Unknown

(n=3,624) (n=5)
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Final Disposition Working Residential Primary FIU Secondary FIU

Code Description Telephone? Eligible? Eligible?

66 Maximum calls Yes Unknown Not applicable
(n=2,069)

67 Effort ended Yes Unknown Unknown
(n=91) (n=191)

Total 70,936 7,554

*These status codes can be assigned only to a secondary FIU, when the primary FIU was determined to be eligible.
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Within each ste and telephonetype, we cd culated the telephone digibility rate among rel eased telephones
withknown dligibility status. Thisratewasthen gpplied to rel eased telephone numbers with undetermined
telephone dligibility status, within each site and telephone type, to impute eligibility.

The site-specific household enumeration RDD response rate can be computed as:

- SCRCOMP

(1) RR(H), = - T :
PHONELIG ; % [(ALLU&PHONDET l.j)@(phone elig rateij)]

J J

for site (i=0,1,...,60) and telephone type; (j=published, unpublished).

The overall household enumeration RDD response rate can be computed as:

" - SCRCOMP

PHONELIG ; % [(ALLIJ.&PHONDE T l.j)@(phone elig rateij)]
ij ij
- 20381 . g7,

38,291 % 1,815.2

c. RDD FIU Response Rate
To calculate the response rate at the FIU level, we created three flag variables, as follows:
4. If class A, B, or C, then FAMDET=1 (determined dligibility status of FIU)
5. If class A or B, then FAMELIG=L1 (eligible FIU)

6. If classA, then FAMRESP=1 (FIU responded)

The next step wasto count the number of FlUsin househol ds compl eting the household enumeration

questionsin each of the three categories, aswell asthe total number of these FIUs, by steand FIU type

89



(primary versussecondary). All secondary FlUswerein householdsinwhich the primary family informant
completed the household enumeration questionsand FIU interview; that is, it was not possibleto generate
asecondary FIU without first completing the househol d enumeration questionsand primary FIU interview.

The cumulative countsfor FlUsin househol ds compl eting the household enumeration questionswere as

follows:
Primary FIU Secondary FIU Total
ALLFAM = 27,381 7,554 34,935
FAMDET = 27,079 (302 undetermined 6,905 (649 undetermined 33,984
eligibility) eligibility)
FAMELIG = 26,747 (332ineligible?) 6,383 (522 indligible) 33,130
FAMRESP = 26,277 (470 refused) 5,820 (563 refused/barrier) 32,097

Within each steand FIU type, we cal culated the digibility rate among FlUsin households completing
enumeration with known digibility status. Thisrate was applied to FIUs in households completing
enumeration that had undetermined eigibility status, in order to impute eigibility tothem, by steand FIU
type.

The site-specific F1U RDD response rate, among those in enumeration-compl ete households, can

then be computed as:
" FAMRESP,,
(3) RRF), " < TOLLE amiy oi
kFAMEL]Gl.k 7 ) [(ALLFAM , &FAMDET ,)i(family elig rate,)]

for site i (:=0,1,...,60) and FIU type k& (k=primary, secondary).

“Anindigible FIU isgeneraly onewithno digible (civilian adult) informant. Indligible secondary FIUs
could also include those generated erroneously by the primary FIU.
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Theoverall FIU RDD response rate, anong those in enumeration-compl ete househol ds, can

be computed as:
" " FAMRESP,
(4) RR(F) " — T e
A kFAMELIGik h - k[(ALLFAMik&FAMDETik)L(famzly elig rate)]

. 32,097
33,130 % 293.5 % 600.2

" .9432.

The site-specific combined household-FIU RDD response rate can then be computed as:

(5) RR, ™ RR(H), | RR(F),

The overall combined household-FIU RDD response rate can then be computed as:

(6) RR ™ RR(H) § RR(F) " .6827 i .9432 " .6440

d. Field Sample Response Rate

In thefollowing sections, we describe the cal cul ations of the response ratesfor the field component
of thesample. Aswiththe RDD sample, thefirst step wasto determine dligibility of sampled addresses
according to their final disposition codes (Table 1V.3). Table 1V .4 defines the disposition codes.

At the household leved, we cdculated a response rate to the household enumeration questions, using
ahousehold-level file that contained the status codes of al released addresses, by site. We created four
flag variables:

1. If classA, B, Cor D, then ADDRELIG=1 (residential address)

2. If class A, B, or C, then TSCRCOMP=1 (household completed enumeration questions)
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TABLEIV.3

DETERMINATION OF FIELD SAMPLE ELIGIBILITY

Class and Description Final Disposition Code
A Address eligible, household eligible, household responded 1,2

B Addressé€ligible, household eligible, household did not respond 22

C Addresséeligible, household ineligible 45, 49

D Addressé€ligible, household' s eligibility undetermined 20, 30, 39, 64, 65

E Addressindigible (not aresidence) 40, 48
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TABLEIV .4

CTSHOUSEHOLD SURVEY FINAL DISPOSITION CODES
FOR THE FIELD SAMPLE

Final Disposition Household Eligible?
Code Description Residence?
1 Complete Yes Yes
(n=467)
2 Complete (but missing one more adult Yes Yes
self-response modul es) (n=3)
20 Refused before compl eting household Yes Unknown
enumeration questions (n=155)
22 Eligible, refused to completeinterview  Yes Yes
(n=50)
30 Language/other barrier Yes Unknown
(n=29)
39 Other, possibly eligible household Yes Unknown
(n=1)
40 Not aresidence No Not applicable
(n=11)
45 Ineligible, has telephone service Yes No
(n=4,039)
48 No housing unit existed No Not applicable
(n=374)
49 Other ineligible Yes No
(n=2)
64 Never contacted at home (six Yes Unknown
attempts) (n=99)
65 Contacted but never completed Yes Unknown
household enumeration questions (n=28)
Total 5,258
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3. If class A or B, then HHELI1G=1 (household meets eligibility criteria)

4. If class A, then INTCOMP=1 (household completed interview)

The cumulative counts were as follows;

ALL = 5,258

ADDRELIG = 4,873 (385 were not residences; codes 40, 48)

TSCRCOMP = 4,561 (312 householdsdid not complete the household enumeration questions;
codes 20, 30, 39, 64, 65)

HHELIG = 520 (4,041 households had no interruption in telephone service; codes 45, 49)

INTCOMP = 470 (50 eligible households did not complete the interview; code 22)

Within each site, we cal cul ated the househol d eligibility rate among householdswith known ligibility
dauses. Thisratewas gpplied to householdswith undetermined digibility satus, within each Site, toimpute
eligibility.

The site-specific household interview field response rate can be computed as:
INTCOMP,
HHELIG, % [(ADDRELIG &TSCRCOMP )i(hhold elig rate)]

(7) RR(H), ~

for sitei (i=1,...,12).

The overall household interview field response rate can be computed as:
" INTCOMP,
(8) RR(H) * — - ’ :
HHELIG, % " [(ADDRELIG &TSCRCOMP )i(hhold elig rate)]

1 1

. 470 .

—— " .8201.
520 % 53.1
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Because asingle household informant responded on behaf of dl digible FlUsfor thefield sample, the
FIU response rate was the same as the household response rate. The 470 responding househol ds

generated 656 FIUs, of which 635 were eligible for the survey.

e. Combined RDD/Field Response Rate
We combined the RDD response rate and field response rate into asingle responserate, asfollows.

The site-specific household enumeration RDD+field response rate can be computed as:

'SCRCOMPI.J. % INTCOMP,
(9) RR'(H), = 2

estimated eligible households, '

where;

estimated eligible households, * B PHONEL[GU.
J
% g [(ALL; & PHONEDET,) § (phone elig rate,)]

J

% HHELIG,

% [(ADDRELIG, & TSCRCOMP)) {i (hhold elig rate)]
for site i " 1,2,...12.

The overall household enumeration RDD+field response rate can be computed as.

" “SCRCOMP; % ~ INTCOMP,
(10) , rr'(H) = 1L !

" estimated eligible households,

1

wherei issummed over al 60 sites and the supplemental sample (combined sample) or other groupings
of sites. (Of course, the field factors can be summed only over the 12 high-intensity sites.) For the

combined sample, the household-level response rate is 68.5 percent.

95



Among households that completed the enumeration questions, the site-specific F1U RDD+field

response rate can be computed as.

"FAMRESP,, % ffe,

(12) RR'(F). " ,
! "FAMELIG, % " [(ALLFAM,&FAMDET )ifamily elig rate,)] % ffe,
k k

whereffc; isthe number of field FIU completesin site 7, and ffe; isthe number of digiblefidld FlUsin Ste
i, fori=1,2,...,12.

The overall FIU RDD+field sample response rate, among FIUs in households completing
enumeration questions, can be computed as:

" " FAMRESP, % * ﬂc

(12) RR(F) * L
" "FAMELIG, % = "[(ALLFAM,, &FAMDET M(family elig rate,)] % ﬂe
ik ik

wherei issummed either over the 12 high-intensity sitesor over dl 60 sites and the supplemental sample.
(Of course, ffc and ffe can be summed only over the 12 sites.) For the combined sample, the response
rate is 94.4 percent.

The site-specific combined FIU RDD+field response rate can then be computed as:
(I3) RR'; * RR(H), i RR'(F),.

For the combined sample (60 sites and supplemental sample), the overall combined-FIU
RDD+field response rate can then be computed as:

(14) RR' ™ RR(H) § RR(F) " .6846 [ .9443 " .6465.
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2. Household and FIU Response Rates, by Sample Type and Site

TablesV.5through1V.7 show overal household and FIU response rates and number of completed
FIU interviews by sampletype and site. Table IV.5 shows response rates for the combined RDD and field
samples; Table V.6, rates for the RDD samples; and Table IV.7, rates for the field sample.

Theoverall FIU-level responserate for the combined 60 sitesand supplemental samplewas 64.7
percent. For high-intensity sites, the response rate varied from alow of 52.0 percent in Miami to ahigh
of 74.5 percent in Little Rock (TableV.5). For the RDD sample, differencesin responseratesby site
mainly reflected variability in responseratesto the household enumeration questions. For highintensity
sites, these response rates varied from 56.9 to 76.3 percent (Table IV.6). Family insurance unitswere
formed after the household enumeration questionswere completed. We observed lessvariability among
FIU interview response rates for these sites (from 90.0 to 97.2 percent). In general, we obtained higher
responseratesin smaller metropolitan statistica areas (MSAS), such as Greenville, Indiangpolis, Lansing,
and Syracuse, and lower responseratesin the largest MSASs, particularly Miami and Orange County.
Similar patternswere observed for low-intensity sites. The overdl responserate for thefidd sample (82.0
percent) was considerably higher than for the RDD sample (64.4 percent). Field sample response rates
by site exceeded 69 percent for all sites except for Orange County (53.0 percent; see Table IV.7).

The sources of non-response (mainly non-contacts, refusals, and maximum contacts without a
confirmed refusal) varied by type of sample and Ste. The sources of nonresponse are shown for the RDD
sample at the household leve in TablelV.8; for RDD primary and secondary FIU interviews, respectively,
inTables1V.9and 1V.10; and for thefield samplein Table1V.11. For the RDD sample, 68.3 percent of
househol ds completed the household enumeration questions. Refusals dominated nonresponse (20.9

percent), followed by confirmed residential households that were retired after 40 call attempts (4.8
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TABLEIV.5

CTSRESPONSE RATES, BY SAMPLE TYPE: COMBINED RDD AND FIELD SAMPLES

FIU Household FIU Household + FIU
Completes Response Rate Response Response Rate
Rate
All sites + national supplement 32,732 68.46% 94.43% 64.65%
All 60 sitesin site sample 29,456 68.43% 94.39% 64.60%
12 high-intensity sites 14,945 67.95% 94.56% 64.25%

High-Intensity Sites

Boston, MA 1,145 62.63% 92.88% 58.17%
Cleveland, OH 1,211 65.91% 95.28% 62.80%
Greenville, SC 1,285 74.09% 95.04% 70.41%
Indianapolis, IN 1,316 73.95% 97.37% 72.01%
Lansing, M| 1,232 73.19% 96.88% 70.91%
Little Rock, AR 1,412 76.90% 96.84% 74.47%
Miami, FL 1,171 57.61% 90.29% 52.02%
Newark, NJ 1,282 63.12% 92.01% 58.07%
Orange County, CA 1,157 58.02% 91.94% 53.35%
Phoenix, AZ 1,250 71.28% 96.35% 68.67%
Seattle, WA 1,181 68.11% 94.02% 64.04%
Syracuse, NY 1,303 72.28% 95.48% 69.02%
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TABLEIV.6

CTSHOUSEHOLD SURVEY RESPONSE RATES, BY SAMPLE TYPE:

RDD SAMPLE
Household FlU
Household Enumerati Estimated FlU Interview  Combined
Estimated Enumeratio on Eligible Interview Response Response
Househol n Response FIUs  Completes  Rate Rate
ds Completes Rate
All sites + national supplement 40,106.2 27,381  68.27% 34,0287 32,097 94.32%  64.40%
All 60 sitesin site sample 36,012.4 24566  68.22% 30,570.2 28,821 94.28%  64.31%
National supplement 4,093.8 2,815  68.76% 3,458.5 3276  94.72%  65.13%
12 high-intensity sites 17,860.3 12,055  67.50% 15,169.0 14,310 94.34%  63.67%
48 low-intensity sites 18,152.1 12,511  68.92% 15,401.2 14511  94.22%  64.94%
High-Intensity Sites
Boston, MA 1,487.0 930 62.54% 1,215.8 1,128 92.78%  58.03%
Cleveland, OH 1,543.4 1,014  65.70% 1,229.0 1,169 9512%  62.49%
Greenville, SC 1,437.5 1,059  73.67% 1,284.0 1217 94.78%  69.83%
Indianapoalis, IN 1,429.2 1,045  73.12% 1,255.5 1,220 97.17%  71.05%
Lansing, Ml 1,446.6 1,059  73.21% 1,247.7 1,208 96.82%  70.88%
Little Rock, AR 1,505.1 1,148  76.27% 1,372.1 1326 96.64%  73.71%
Miami, FL 1,571.0 894  56.91% 1,254.9 1,129  89.97%  51.20%
Newark, NJ 1,558.2 979  62.83% 1,333.4 1222 91.65%  57.58%
Orange County, CA 1,606.8 933 58.07% 1,244.4 1,143 91.85%  53.33%
Phoenix, AZ 1,387.1 976  70.36% 1,217.4 1,170 96.11%  67.62%
Seattle, WA 1,425.5 970  68.05% 1,201.1 1,126  93.75%  63.79%
Syracuse, NY 1,462.9 1,048  71.64% 1,313.7 1252 9530%  68.27%
L ow-I ntensity Sites

Atlanta, GA 371.1 254  68.45% 317.1 296 93.35%  63.89%
Augusta-Aiken, GA/SC 371.0 254  68.46% 306.7 291  94.88%  64.96%
Baltimore, MD 344.7 233  67.60% 299.0 285 9532%  64.43%
Bridgeport, CT 412.4 247  59.89% 3134 284  90.62%  54.27%
Chicago, IL 400.1 256  63.98% 317.8 293  9220%  58.99%
Columbus, OH 3714 265  71.35% 317.2 296 93.32%  66.58%
Denver, CO 377.1 256  67.89% 304.7 291 9550%  64.83%
Detroit, Ml 379.3 265  69.87% 337.1 309 91.66%  64.04%
Greensboro, NC 336.0 238  70.83% 284.7 271 9519%  67.42%
Houston, TX 367.6 243 66.10% 302.2 280 92.65%  61.25%
Huntington-Ashland, WV-KY -OH 330.1 253  76.64% 317.9 307 9657%  74.02%
Killeen, TX 385.5 299  77.56% 320.9 298 92.86%  72.03%
Knoxville, TN 357.5 263  73.57% 322.9 311 96.31%  70.86%
LasVegas, NV/IAZ 365.2 217  59.42% 289.2 267 92.32%  54.86%
Los Angeles, CA 375.8 216  57.48% 287.7 261 90.72%  52.14%
Middlesex, NJ 363.3 247  67.99% 326.7 311 95.19% 64.72%
Milwaukee, WI 371.3 261 70.29% 320.5 311  97.04%  68.21%
Minneapolis-St. Paul, MN/WI 351.9 276 78.43% 350.7 334 9524%  74.70%
Modesto, CA 389.8 260  66.70% 320.7 306 95.42%  63.64%
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Household FlU
Household Enumerati Estimated FlU Interview  Combined
Estimated Enumeratio on Eligible Interview Response Response
Househol n Response FIUs  Completes  Rate Rate
ds Completes Rate
Nassau, NY 451.9 280 61.96% 365.4 341  93.32% 57.82%
New York City, NY 493.1 246  49.89% 331.0 292  8822%  44.01%
Philadelphia, PA/NJ 389.7 259  66.46% 324.9 309 9511% 63.21%
Pittsburgh, PA 383.6 259  67.52% 315.8 299 94.68%  63.93%
Portland-Salem, OR/WA 379.2 267  70.41% 329.7 307 93.12%  65.56%
Riverside-San Bernardino, CA 378.4 258  68.18% 3224 304 9429%  64.29%
L ow-I ntensity Sites (continued)

Rochester, NY 4134 301 72.81% 371.6 355 9553%  69.56%
San Antonio, TX 405.2 267  65.89% 316.3 299  9453% 62.29%
San Francisco, CA 4314 230 53.31% 3104 281  90.53%  48.27%
Santa Rosa, CA 393.1 242 61.56% 310.8 285 91.70%  56.45%
Shreveport, LA 343.6 258  75.09% 321.2 298 92.78%  69.66%
St. Louis, MO/IL 375.7 280  74.53% 3375 318  94.22%  70.22%
Tampa, FL 384.8 241  62.63% 288.9 268 92.77%  58.10%
Tulsa, OK 394.4 259  65.67% 306.9 292  9515%  62.48%
Woashington, DC/MD 375.4 256  68.19% 325.7 310 95.18% 64.91%
West Palm Beach, FL 361.1 206  57.05% 279.8 253  90.42%  51.58%
Worcester, MA 417.8 283  67.74% 332.7 310 9318% 63.11%
Dothan, AL 371.2 275  74.08% 320.7 301 93.86%  69.53%
Terre Haute, IN 331.9 252 75.93% 305.5 293 9591% 72.82%
Wilmington, NC 339.4 264  77.78% 319.6 303 9481% 73.74%
West Central, Alabama 357.7 270  75.48% 350.5 329 9387%  70.85%
Central Arkansas 443.7 342 77.08% 385.8 379  9824%  75.72%
West Georgia 311.2 232 74.55% 288.8 273  9453%  70.47%
North East Illinois 374.9 263  70.15% 303.0 294  97.03%  68.07%
North East Indiana 349.3 260  74.43% 300.8 286  95.08%  70.77%
East Maine 343.2 286  83.33% 332.0 319 96.08%  80.07%
East North Carolina 340.3 270  79.34% 320.3 304 9491%  75.30%
West Utah 402.9 323  80.17% 388.2 377  97.11%  77.86%
North West Washington 393.5 279  70.90% 337.9 330 97.66%  69.24%
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TABLEIV.7

CTSHOUSEHOLD SURVEY RESPONSE RATES, BY SAMPLE TYPE:
FIELD SAMPLE

FIU Interview
Completed Household Completed Response Combined
Estimated  Household  Response FlU Rate® Response
Households  Interview Rate? Interview Rate?
12 high-intensity sites 573.1 470 82.01% 635 100% 82.01%
High-Intensity Sites

Boston, MA 10.6 8 75.42% 17 100% 75.42%
Cleveland, OH 45.1 33 73.25% 42 100% 73.25%
Greenville, SC 62.1 52 83.73% 68 100% 83.73%
Indianapolis, IN 78.6 70 89.10% 96 100% 89.10%
Lansing, M1 221 16 72.38% 24 100% 72.38%
Little Rock, AR 69.7 63 90.43% 86 100% 90.43%
Miami, FL 29.3 28 95.40% 42 100% 95.40%
Newark, NJ 68.9 48 69.68% 60 100% 69.68%
Orange County, CA 13.2 7 53.04% 14 100% 53.04%
Phoenix, AZ 58.0 54 93.14% 80 100% 93.14%
Seattle, WA 70.6 49 69.44% 55 100% 69.44%
Syracuse, NY 451 42 93.22% 51 100% 93.22%

2For the field sample, the household informant answered all questions, except for those in the adult self-response module and
children’slast visit module. Therefore, the household informant completed all FIU interviews.
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TABLEIV.8

DISPOSITION OF THE RDD HOUSEHOLD-LEVEL SAMPLE,
BY CTSSITE, SUPPLEMENTAL SAMPLE,
AND TOTAL SAMPLE

Estimated Households

Telephone Ineligible Noncontacts Completed
Numbers Telephone Non- Estimated to be Household Language/ Maximum  Household
Released Numbers contacts Households Refusals  Other Barriers  Contacts  Enumeration Tota
Total RDD Sample
70,936 29,021 3,624 1,815.2 8,364 606 1,940 27,381 40,106.2
4.53% 20.85% 1.51% 4.84% 68.27% 100%
High-Intensity Sites

Boston, MA 2,373 807 168 89.0 359 39 70 930 1,487
5.99% 24.14% 2.62% 4.71% 62.54% 100%

Cleveland, OH 2,641 1,024 143 69.4 391 17 52 1014 1543.4
4.50% 25.33% 1.10% 3.37% 65.70% 100%

Greenville, SC 2,485 997 103 52.5 259 17 50 1059 14375
3.65% 18.02% 1.18% 3.48% 73.67% 100%

Indianapolis, IN 2,299 816 113 59.2 274 8 43 1045 1429.2
4.14% 19.17% 0.56% 3.01% 73.12% 100%

Lansing, Ml 2,320 816 127 69.6 264 12 42 1059 1446.6
4.81% 18.25% 0.83% 2.90% 73.21% 100%

Little Rock, AR 2,664 1,096 124 61.1 228 11 57 1148 1505.1
4.06% 15.15% 0.73% 3.79% 76.27% 100%

Miami, FL 2,741 1,095 163 88.0 355 42 192 894 1571
5.60% 22.60% 2.67% 12.22% 56.91% 100%

Newark, NJ 2,728 1,081 184 95.2 352 34 98 979 1558.2
6.11% 22.59% 2.18% 6.29% 62.83% 100%
Orange County, CA 3,195 1,461 240 112.8 388 60 113 933 1606.8
7.02% 24.15% 3.73% 7.03% 58.07% 100%

Phoenix-Mesa, AZ 2,673 1,221 120 55.1 284 11 61 976 1387.1
3.97% 20.47% 0.79% 4.40% 70.36% 100%

Seattle, WA 2,785 1,279 143 62.5 294 41 58 970 1425.5
4.38% 20.62% 2.88% 4.07% 68.05% 100%

Syracuse, NY 2,313 797 107 53.9 304 14 43 1048 1462.9
3.68% 20.78% 0.96% 2.94% 71.64% 100%
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Estimated Households

Telephone Ineligible Noncontacts Completed
Numbers Telephone Non- Estimated to be Household Language/ Maximum  Household
Released Numbers contacts Households Refusals  Other Barriers  Contacts  Enumeration Tota
Low-Intensity Sites
Atlanta, GA 623 234 37 19.1 68 4 26 254 371.1
5.15% 18.32% 1.08% 7.01% 68.45% 100%
Augusta-Aiken, GA/SC 604 221 27 15.0 86 4 12 254 371
4.04% 23.18% 1.08% 3.23% 68.46% 100%
Baltimore, MD 557 196 36 19.7 68 6 18 233 344.7
5.72% 19.73% 1.74% 5.22% 67.60% 100%
Bridgeport, CT 782 337 57 24.4 103 7 31 247 412.4
5.92% 24.98% 1.70% 7.52% 59.89% 100%
Chicago, IL 763 335 49 21.1 98 5 20 256 400.1
5.27% 24.49% 1.25% 5.00% 63.98% 100%
Columbus, OH 619 235 28 154 76 2 13 265 3714
4.15% 20.46% 0.54% 3.50% 71.35% 100%
Denver, CO 711 314 37 17.1 76 6 22 256 377.1
4.53% 20.15% 1.59% 5.83% 67.89% 100%
Detroit, Ml 613 218 34 18.3 78 2 16 265 379.3
4.82% 20.56% 0.53% 4.22% 69.87% 100%
Greensboro, NC 605 255 27 13.0 65 7 13 238 336
3.87% 19.35% 2.08% 3.87% 70.83% 100%
Houston, TX 713 334 20 8.6 76 9 31 243 367.6
2.34% 20.67% 2.45% 8.43% 66.10% 100%
Huntington-Ashland, WV-KY-OH 510 173 16 9.1 55 6 7 253 330.1
2.76% 16.66% 1.82% 2.12% 76.64% 100%
Killeen, TX 713 316 22 10.5 68 0 8 299 385.5
2.72% 17.64% 0.00% 2.08% 77.56% 100%
Knoxville, TN 639 268 27 135 71 3 7 263 357.5
3.78% 19.86% 0.84% 1.96% 73.57% 100%
LasVegas, NV/AZ 714 325 48 24.2 91 4 29 217 365.2
6.63% 24.92% 1.10% 7.94% 59.42% 100%
Los Angeles, CA 738 338 46 21.8 85 15 381 216 375.8
5.80% 22.62% 3.99% 0.11% 57.48% 100%
Middlesex, NJ 667 283 40 19.3 76 3 18 247 363.3
5.31% 20.92% 0.83% 4.95% 67.99% 100%
Milwaukee, WI 621 241 20 11.3 82 4 13 261 371.3
3.04% 22.08% 1.08% 3.50% 70.29% 100%
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Estimated Households

Telephone Ineligible Noncontacts Completed
Numbers Telephone Non- Estimated to be Household Language/ Maximum  Household
Released Numbers contacts Households Refusals  Other Barriers  Contacts  Enumeration Tota
L ow-I ntensity Sites (continued)

Minneapolis-St. Paul, MN/WI 620 256 23 10.9 57 3 5 276 351.9
3.10% 16.20% 0.85% 1.42% 78.43% 100%

Modesto, CA 719 318 23 11.8 100 7 11 260 389.8
3.03% 25.65% 1.80% 2.82% 66.70% 100%

Nassau, NY 689 223 35 20.9 118 6 27 280 451.9
4.62% 26.11% 1.33% 5.97% 61.96% 100%

New York City, NY 785 265 65 38.1 119 33 571 246 493.1
7.73% 24.13% 6.69% 1.56% 49.89% 100%

Philadelphia, PA/NJ 609 202 39 21.7 87 4 18 259 389.7
5.57% 22.32% 1.03% 4.62% 66.46% 100%

Pittsburgh, PA 591 192 33 17.6 92 3 12 259 383.6
4.59% 23.98% 0.78% 3.13% 67.52% 100%

Portland-Salem, OR/WA 704 309 31 15.2 86 2 9 267 379.2
4.01% 22.68% 0.53% 2.37% 70.41% 100%

Riverside-San Bernardino, CA 691 293 41 21.4 74 3 22 258 3784
5.66% 19.56% 0.79% 5.81% 68.18% 100%

Rochester, NY 696 264 37 18.4 74 3 17 301 4134
4.45% 17.90% 0.73% 4.11% 72.81% 100%

San Antonio, TX 711 289 34 17.2 85 3 33 267 405.2
4.24% 20.98% 0.74% 8.14% 65.89% 100%

San Francisco, CA 891 420 71 31.4 102 25 43 230 4314
7.28% 23.64% 5.80% 9.97% 53.31% 100%

Santa Rosa, CA 640 231 39 231 97 4 27 242 393.1
5.88% 24.68% 1.02% 6.87% 61.56% 100%

Shreveport, LA 639 278 31 13.6 53 2 17 258 343.6
3.96% 15.42% 0.58% 4.95% 75.09% 100%

St. Louis, MO/IL 652 260 33 16.7 68 2 9 280 375.7
4.45% 18.10% 0.53% 2.40% 74.53% 100%

Tampa, FL 729 328 35 18.8 104 3 18 241 384.8
4.89% 27.03% 0.78% 4.68% 62.63% 100%

Tulsa, OK 748 339 30 154 98 2 20 259 394.4
3.90% 24.85% 0.51% 5.07% 65.67% 100%

Washington, DC/MD 703 309 35 16.4 71 6 26 256 3754
4.37% 18.91% 1.60% 6.93% 68.19% 100%
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Estimated Households

Telephone Ineligible Noncontacts Completed
Numbers Telephone Non- Estimated to be Household Language/ Maximum  Household
Released Numbers contacts Households Refusals  Other Barriers  Contacts  Enumeration Tota
L ow-I ntensity Sites (continued)

West Palm Beach, FL 673 307 11 6.1 105 6 381 206 361.1
1.69% 29.08% 1.66% 0.52% 57.05% 100%

Worcester, MA 602 173 29 17.8 98 1 18 283 417.8
4.26% 23.46% 0.24% 4.31% 67.74% 100%

Dothan, AL 630 251 16 82 78 5 5 275 371.2
2.21% 21.01% 1.35% 1.35% 74.08% 100%

Terre Haute, IN 782 440 16 5.9 68 0 6 252 331.9
1.78% 20.49% 0.00% 1.81% 75.93% 100%

Wilmington, NC 596 245 26 14.4 40 0 21 264 3394
4.24% 11.79% 0.00% 6.19% 77.78% 100%

West Central Alabama 656 283 28 12.7 57 9 9 270 357.7
3.55% 15.94% 2.52% 2.52% 75.48% 100%

Central Arkansas 750 293 27 13.7 70 2 16 342 4437
3.09% 15.78% 0.45% 3.61% 77.08% 100%

West Georgia 529 206 25 13.2 53 2 11 232 311.2
4.24% 17.03% 0.64% 3.53% 74.55% 100%

North East Illinois 805 414 25 89 98 1 4 263 374.9
2.37% 26.14% 0.27% 1.07% 70.15% 100%

North East Indiana 613 258 17 11.3 66 2 10 260 349.3
3.24% 18.89% 0.57% 2.86% 74.43% 100%

East Maine 620 263 25 11.2 35 2 9 286 343.2
3.26% 10.20% 0.58% 2.62% 83.33% 100%

East North Carolina 754 396 37 19.3 38 4 9 270 340.3
5.67% 11.17% 1.18% 2.64% 79.34% 100%

West Utah 759 335 36 14.9 54 3 8 323 402.9
3.70% 13.40% 0.74% 1.99% 80.17% 100%

North West Washington 766 356 32 155 83 4 12 279 3935
3.94% 21.09% 1.02% 3.05% 70.90% 100%

Supplemental Sample

7,175 2,912 333 163.8 862 61 192 2815 4093.8
4.00% 21.06% 1.49% 4.69% 68.76% 100%
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TABLEIV.9

DISPOSITION OF THE RDD FIU INTERVIEW SAMPLE, BY CTS SITE, SUPPLEMENTAL SAMPLE,
AND TOTAL SAMPLE: PRIMARY FlUs

Undetermined FIU Eligibility?

Eligible Primary FIUs

All Language/ Undetermined Completed
Primary Other Maximum Estimated Eligible FlU
FlUs Ineligible Refusal Barrier Calls Eligible Refusal Interviews Tota
Total RDD Sample

27,381 332 11 61 230 298.5 470 26,277 27,045.5

1.1% 1.74% 97.16% 100%
High-Intensity Sites

Boston, MA 930 12 0 2 9 10.9 16 891 917.9
1.19% 1.74% 97.07% 100%

Cleveland, OH 1,014 13 1 5 3 89 14 978 1,000.9
0.89% 1.40% 97.71% 100%

Greenville, SC 1,059 5 1 2 10 12.9 24 1,017 1,053.9
1.22% 2.28% 96.50% 100%

Indianapolis, IN 1,045 5 0 1 3 40 14 1,022 1,040.0
0.38% 1.35% 98.27% 100%

Lansing, Ml 1,059 28 0 0 4 39 5 1,022 1,030.9
0.38% 0.49% 99.14% 100%

Little Rock, AR 1,148 14 0 2 8 9.9 13 1111 1,133.9
0.87% 1.15% 97.98% 100%

Miami, FL 894 9 1 6 23 29.7 24 831 884.7
3.36% 2.71% 93.93% 100%

Newark, NJ 979 8 1 3 18 21.8 25 924 970.8
2.25% 2.58% 95.18% 100%

Orange County, CA 933 13 0 2 12 13.8 16 890 919.8
1.50% 1.74% 96.76% 100%

Phoenix, AZ 976 14 0 2 5 6.9 13 942 961.9
0.72% 1.35% 97.93% 100%

Seattle, WA 970 15 0 3 7 9.8 13 932 954.8
1.03% 1.36% 97.61% 100%

Syracuse, NY 1,048 8 1 1 6 7.9 20 1,012 1,039.9
0.76% 1.92% 97.32% 100%
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Undetermined FIU Eligibility?

Eligible Primary FIUs

All Language/ Undetermined Completed
Primary Other Maximum Estimated Eligible FlU
FlUs Ineligible Refusal Barrier Cadlls Eligible Refusal Interviews Total
L ow-I ntensity Sites
Atlanta, GA 254 2 0 0 5 5.0 4 243 252
1.98% 1.59% 96.43% 100%
Augusta-Aiken, GA/SC 254 6 0 0 0 0.0 7 241 248
0.00% 2.82% 97.18% 100%
Baltimore, MD 233 1 0 1 3 4.0 3 225 232
1.72% 1.29% 96.98% 100%
Bridgeport, CT 247 2 0 3 7 9.9 8 227 244.9
4.04% 3.27% 92.69% 100%
Chicago, IL 256 0 0 0 0 0.0 9 247 256
0.00% 3.52% 96.48% 100%
Columbus, OH 265 5 0 0 3 29 2 255 259.9
1.12% 0.77% 98.11% 100%
Denver CO 256 1 0 1 1 20 3 250 255
0.78% 1.18% 98.04% 100%
Detroit, Ml 265 1 0 0 3 3.0 8 253 264
1.14% 3.03% 95.83% 100%
Greensboro, NC 238 0 0 1 3 4.0 3 231 238
1.68% 1.26% 97.06% 100%
Houston, TX 243 2 0 0 3 3.0 3 235 241
1.24% 1.24% 97.51% 100%
Huntington-Ashland, WV-KY -OH 253 1 0 0 0 0.0 4 248 252
0.00% 1.59% 98.41% 100%
Killeen, TX 299 25 0 1 4 4.6 9 260 273.6
1.68% 3.29% 95.03% 100%
Knoxville, TN 263 2 0 0 0 0.0 5 256 261
0.00% 1.92% 98.08% 100%
LasVegas, NV/AZ 217 1 0 0 0 0.0 3 213 216
0.00% 1.39% 98.61% 100%
Los Angeles, CA 216 1 0 3 5 8.0 5 202 215
3.72% 2.33% 93.95% 100%
Middlesex, NJ 247 3 0 0 2 20 3 239 244
0.82% 1.23% 97.95% 100%
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Undetermined FIU Eligibility?

Eligible Primary FIUs

All Language/ Undetermined Completed
Primary Other Maximum Estimated Eligible FlU
FlUs Ineligible Refusal Barrier Cdls Eligible Refusal Interviews Totad
L ow-I ntensity Sites (continued)
Milwaukee, WI 261 3 0 1 1 2.0 3 253 258
0.78% 1.16% 98.06% 100%
Minneapolis-St. Paul, MN/WI 276 4 0 1 1 2.0 2 268 272
0.74% 0.74% 98.53% 100%
Modesto, CA 260 2 0 0 1 1.0 6 251 258
0.39% 2.33% 97.29% 100%
Nassau, NY 280 3 0 0 3 3.0 6 268 277
1.08% 2.17% 96.75% 100%
New York City, NY 246 4 0 1 7 7.9 8 226 241.9
3.27% 3.31% 93.43% 100%
Philadelphia, PA/NJ 259 3 0 0 2 2.0 2 252 256
0.78% 0.78% 98.44% 100%
Pittsburgh, PA 259 1 0 0 1 1.0 6 251 258
0.39% 2.33% 97.29% 100%
Portland-Salem, OR/WA 267 5 0 1 3 3.9 2 256 261.9
1.49% 0.76% 97.75% 100%
Riverside-San Bernardino, CA 258 3 0 0 5 4.9 4 246 254.9
1.92% 1.57% 96.51% 100%
Rochester, NY 301 0 0 0 1 1.0 6 294 301
0.33% 1.99% 97.67% 100%
San Antonio, TX 267 6 0 0 4 3.9 4 253 260.9
1.49% 1.53% 96.97% 100%
San Francisco, CA 230 3 0 0 2 2.0 6 219 227
0.88% 2.64% 96.48% 100%
Santa Rosa, CA 242 0 0 0 3 3.0 2 237 242
1.24% 0.83% 97.93% 100%
Shreveport, LA 258 6 0 0 1 1.0 8 243 252
0.40% 3.17% 96.43% 100%
St. Louis, MO/IL 280 1 0 0 1 1.0 4 274 279
0.36% 1.43% 98.21% 100%
Tampa, FL 241 1 0 0 5 5.0 4 231 240
2.08% 1.67% 96.25% 100%
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Undetermined FIU Eligibility?

Eligible Primary FIUs

All Language/ Undetermined Completed
Primary Other Maximum Estimated Eligible FlU
FlUs Ineligible Refusal Barrier Cadlls Eligible Refusal Interviews Total
L ow-I ntensity Sites (continued)
Tulsa, OK 259 1 1 0 1 20 5 251 258
0.78% 1.94% 97.29% 100%
Washington, DC 256 3 0 1 2 3.0 5 245 253
1.19% 1.98% 96.84% 100%
West Palm Beach, FL 206 0 0 0 3 3.0 3 200 206
1.46% 1.46% 97.09% 100%
Worcester, MA 283 4 0 2 4 5.9 8 265 278.9
2.12% 2.87% 95.02% 100%
Dothan, AL 275 9 0 1 2 29 11 252 265.9
1.09% 4.14% 94.77% 100%
Terre Haute, IN 252 8 0 2 0 19 2 240 243.9
0.78% 0.82% 98.40% 100%
Wilmington, NC 264 2 0 0 0 0.0 5 257 262
0.00% 1.91% 98.09% 100%
West Central Alabama 270 2 0 1 1 20 10 256 268
0.75% 3.73% 95.52% 100%
Central Arkansas 342 3 0 1 0 1.0 3 335 339
0.29% 0.88% 98.82% 100%
West Georgia 232 1 0 1 0 1.0 3 227 231
0.43% 1.30% 98.27% 100%
North East Illinois 263 0 1 0 0 1.0 6 256 263
0.38% 2.28% 97.34% 100%
North East Indiana 260 2 0 0 4 4.0 3 251 258
1.55% 1.16% 97.29% 100%
East Maine 286 4 0 0 2 20 6 274 282
0.71% 2.13% 97.16% 100%
East North Carolina 270 4 0 1 4 4.9 4 257 265.9
1.84% 1.50% 96.65% 100%
West Utah 323 1 1 0 0 1.0 1 320 322
0.31% 0.31% 99.38% 100%
North West Washington 279 3 0 0 0 0.0 1 275 276
0.00% 0.36% 99.64% 100%
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Undetermined FIU Eligibility? Eligible Primary FIUs
All Language/ Undetermined Completed
Primary Other Maximum Estimated Eligible FlU
FlUs Ineligible Refusal Barrier Cadlls Eligible Refusal Interviews Total
Supplemental Sample
2,815 43 3 8 19 295 45 2697 27715
1.06% 1.62% 97.31% 100%

2Household composition questions needed to determine eligibility for the survey were not completed.
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DISPOSITION OF THE RDD FIU INTERVIEW SAMPLE, BY CTS SITE, SUPPLEMENTAL SAMPLE,

TABLE V.10

AND TOTAL SAMPLE: SECONDARY FlUs

Undetermined FIU Eligibility? Eligible Secondary FIUs
All Moved/ Undetermined Completed
Secondary Nonworking ~ Maximum Estimated Eligible Language/ FlU
FlUs Ineligible Number Cadlls Eligible Refusal Other Barrier Interviews Total
Total RDD Sample

7,554 522 453 196 600.2 504 59 5,820 6,983.2

8.59% 7.22% 0.84% 83.34% 100%
High-Intensity Sites

Boston, MA 328 27 22 12 309 24 6 237 297.9
10.37% 8.06% 2.01% 79.56% 100%

Cleveland, OH 252 22 16 4 18.1 19 0 191 228.1
7.94% 8.33% 0.00% 83.74% 100%

Greenville, SC 257 25 15 3 16.1 13 1 200 230.1
7.00% 5.65% 0.43% 86.92% 100%

Indianapolis, IN 229 13 4 5 85 7 2 198 2155
3.94% 3.25% 0.93% 91.88% 100%

Lansing, Ml 235 17 13 3 14.8 14 2 186 216.8
6.83% 6.46% 0.92% 85.79% 100%

Little Rock, AR 268 28 12 4 14.2 9 0 215 238.2
5.96% 3.78% 0.00% 90.26% 100%

Miami, FL 394 21 32 15 442 24 4 298 370.2
11.94% 6.48% 1.08% 80.50% 100%

Newark, NJ 384 20 18 7 23.6 34 7 298 362.6
6.51% 9.38% 1.93% 82.18% 100%

Orange County, CA 359 30 30 16 41.6 25 5 253 324.6
12.82% 7.70% 1.54% 77.94% 100%

Phoenix, AZ 280 23 9 8 155 12 0 228 2555
6.07% 4.70% 0.00% 89.24% 100%

Seattle, WA 264 16 17 9 24.3 25 3 194 246.3
9.87% 10.15% 1.22% 78.77% 100%

Syracuse, NY 295 20 13 4 15.8 17 1 240 273.8
5.77% 6.21% 0.37% 87.66% 100%

111



Undetermined FIU Eligibility? Eligible Secondary FIUs
All Moved/ Undetermined Completed
Secondary Nonworking ~ Maximum Estimated Eligible Language/ FluU
FlUs Ineligible Number Cdls Eligible Refusal Other Barrier Interviews Totd
L ow-I ntensity Sites

Atlanta, GA 73 7 7 1 7.1 5 0 53 65.1
10.91% 7.68% 0.00% 81.41% 100%

Augusta-Aiken, GA/SC 62 3 5 1 5.7 3 0 50 58.7
9.71% 5.11% 0.00% 85.18% 100%

Baltimore, MD 69 2 1 0 1.0 6 0 60 67
1.49% 8.96% 0.00% 89.55% 100%

Bridgeport, CT 75 6 3 3 55 6 0 57 68.5
8.03% 8.76% 0.00% 83.21% 100%

Chicago, IL 64 2 5 0 4.8 10 1 46 61.8
7.77% 16.18% 1.62% 74.43% 100%

Columbus, OH 62 4 8 1 8.3 7 1 41 57.3
14.49% 12.22% 1.75% 71.55% 100%

Denver, CO 52 2 6 0 5.7 3 0 41 49.7
11.47% 6.04% 0.00% 82.49% 100%

Detroit, Ml 79 5 9 3 11.1 6 0 56 73.1
15.18% 8.21% 0.00% 76.61% 100%

Greensboro, NC 50 3 4 1 4.7 2 0 40 46.7
10.06% 4.28% 0.00% 85.65% 100%

Houston, TX 65 3 10 4 13.2 3 0 45 61.2
21.57% 4.90% 0.00% 73.53% 100%

Huntington-Ashland, WV-KY -OH 69 3 3 0 29 4 0 59 65.9
4.40% 6.07% 0.00% 89.53% 100%

Killeen, TX 55 7 3 2 4.3 4 1 38 47.3
9.09% 8.46% 2.11% 80.34% 100%

Knoxville, TN 64 2 4 0 39 3 0 55 61.9
6.30% 4.85% 0.00% 88.85% 100%

LasVegas, NV/AZ 7 3 12 4 15.2 4 0 54 73.2
20.77% 5.46% 0.00% 73.77% 100%

Los Angeles, CA 75 2 4 5 8.7 5 0 59 72.7
11.97% 6.88% 0.00% 81.16% 100%

Middlesex, NJ 88 5 2 3 47 6 0 72 82.7
5.68% 7.26% 0.00% 87.06% 100%

Milwaukee, WI 72 9 3 1 35 1 0 58 62.5
5.60% 1.60% 0.00% 92.80% 100%
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Undetermined FIU Eligibility? Eligible Secondary FIUs
All Moved/ Undetermined Completed
Secondary Nonworking ~ Maximum Estimated Eligible Language/ FluU
FlUs Ineligible Number Cdls Eligible Refusal Other Barrier Interviews Totd
L ow-I ntensity Sites (continued)

Minneapolis-St. Paul, MN/WI 82 3 6 1 6.7 5 1 66 78.7
8.51% 6.35% 1.27% 83.86% 100%

Modesto, CA 67 4 4 1 4.7 2 1 55 62.7
7.50% 3.19% 1.59% 87.72% 100%

Nassau, NY 98 9 5 1 54 9 1 73 88.4
6.11% 10.18% 1.13% 82.58% 100%

New York City, NY 96 6 9 4 12.1 9 2 66 89.1
13.58% 10.10% 2.24% 74.07% 100%

Philadel phia, PA/NJ 70 1 1 5 5.9 6 0 57 68.9
8.56% 8.71% 0.00% 82.73% 100%

Pittsburgh, PA 62 4 3 0 2.8 7 0 48 57.8
4.84% 12.11% 0.00% 83.04% 100%

Portland-Salem, OR/WA 70 2 4 3 6.8 8 2 51 67.8
10.03% 11.80% 2.95% 75.22% 100%

Riverside-San Bernardino, CA 75 7 2 3 45 4 1 58 67.5
6.67% 5.93% 1.48% 85.93% 100%

Rochester, NY 79 8 2 2 3.6 6 0 61 70.6
5.10% 8.50% 0.00% 86.40% 100%

San Antonio, TX 68 12 2 1 24 6 1 46 554
4.33% 10.83% 1.81% 83.03% 100%

San Francisco, CA 89 5 6 4 9.4 10 2 62 834
11.27% 11.99% 2.40% 74.34% 100%

Santa Rosa, CA 75 5 10 5 13.8 7 0 48 68.8
20.06% 10.17% 0.00% 69.77% 100%

Shreveport, LA 77 7 6 2 7.2 6 1 55 69.2
10.40% 8.67% 1.45% 79.48% 100%

St. Louis, MO/IL 68 8 6 5 9.5 4 1 44 58.5
16.24% 6.84% 1.71% 75.21% 100%

Tampa, FL 51 2 3 0 29 9 0 37 489
5.93% 18.40% 0.00% 75.66% 100%

Tulsa, OK 52 3 0 2 19 5 1 41 489
3.89% 10.22% 2.04% 83.84% 100%

Washington, DC/MD 79 6 2 2 37 4 0 65 72.7
5.09% 5.50% 0.00% 89.41% 100%
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Undetermined FIU Eligibility? Eligible Secondary FIUs
All Moved/ Undetermined Completed
Secondary Nonworking ~ Maximum Estimated Eligible Language/ FluU
FlUs Ineligible Number Cdls Eligible Refusal Other Barrier Interviews Totd
L ow-I ntensity Sites (continued)

West Palm Beach, FL 80 5 13 2 13.8 7 0 53 738
18.70% 9.49% 0.00% 71.82% 100%

Worcester, MA 56 2 2 3 4.8 4 0 45 53.8
8.92% 7.43% 0.00% 83.64% 100%

Dothan, AL 59 4 2 1 2.8 3 0 49 54.8
5.11% 5.47% 0.00% 89.42% 100%

Terre Haute, IN 68 6 3 1 3.6 4 1 53 61.6
5.84% 6.49% 1.62% 86.04% 100%

Wilmington, NC 63 5 3 2 4.6 7 0 46 57.6
7.99% 12.15% 0.00% 79.86% 100%

West Central Alabama 88 5 2 6 75 2 0 73 825
9.09% 2.42% 0.00% 88.48% 100%

Central Arkansas 51 4 2 0 18 1 0 a4 46.8
3.85% 2.14% 0.00% 94.02% 100%

West Georgia 60 2 4 2 5.8 5 1 46 57.8
10.03% 8.65% 1.73% 79.58% 100%

North East Illinois 43 3 0 0 0.0 2 0 38 40
0.00% 5.00% 0.00% 95.00% 100%

North East Indiana 46 3 1 2 2.8 4 1 35 42.8
6.54% 9.35% 2.34% 81.78% 100%

East Maine 51 1 0 0 0.0 3 2 45 50
0.00% 6.00% 4.00% 90.00% 100%

East North Carolina 62 7 2 3 44 3 0 47 54.4
8.09% 5.51% 0.00% 86.40% 100%

West Utah 72 5 10 0 9.2 0 0 57 66.2
13.90% 0.00% 0.00% 86.10% 100%

North West Washington 64 2 3 0 29 3 1 55 61.9
4.68% 4.85% 1.62% 88.85% 100%

Supplemental Sample

737 46 45 14 55 48 5 579 687

8.01% 6.99% 0.73% 84.28% 100%

2Secondary FIUs could not be formed until the primary FIU interview was completed. However, persons in some secondary FIUs moved o ut of the household or would not ne contacted
for other reasons before their eligibility in the survey could be verified.
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TABLEIV.11
DISPOSITION OF THE FIELD SAMPLE

Household Enumeration Not Completed Eligible Households
Household Other Total Household Household
Enumeration Household Household |Enumeration Enumeratio
Completed, Never Refused Language/ Enumeration Enumeration Non- n Total
Total Not a Ineligible a  Household  Other Non- Non- completes Completed, Estimated Eligible
Release Residenc Residence Home Enumeration Barrier complete  completes | Estimated  Eligible, Complete Eligible Ineligible  FIU
d e Eligible Refused d Household FIUs Interviews
Interview _Interview® S
All Sites
5,258 385 4,041 99 155 29 29 312 53.1 50 470 573.1 21 635
9.27% 8.72% 82.01% 100%
High-Intensity Sites
Boston, MA 162 30 103 14 5 1 0 20 16 1 8 10.6 1 17
15.15% 9.43% 75.42% 100%
Cleveland, OH 237 14 158 7 13 3 2 25 51 7 33 451 0 42
11.21% 15.54% 73.25% 100%
Greenville, NC 1,374 74 1,196 13 26 1 4 44 21 8 52 62.1 2 68
3.38% 12.88% 83.73% 100%
Indianapolis, IN 267 27 150 9 4 0 4 17 5.6 3 70 78.6 4 96
7.08% 3.82% 89.10% 100%
Lansing, Ml 219 19 169 3 6 0 1 10 11 5 16 22.1 1 24
5.00% 22.62% 72.38% 100%
Little Rock, AR 494 34 381 7 4 0 0 11 17 5 63 69.7 2 86
2.39% 7.18% 90.43% 100%
Miami, FL 540 35 470 0 4 2 0 6 0.3 1 28 29.3 1 42
1.19% 3.41% 95.40% 100%
Newark, NJ 215 29 85 5 43 3 0 51 19 2 48 68.9 0 60
27.42% 2.90% 69.68% 100%
Orange County, CA 709 26 609 15 35 11 1 62 12 5 7 13.2 0 14
9.08% 37.88% 53.04% 100%
Phoenix, AZ 563 28 469 1 2 5 1 9 1 3 54 58 7 80
1.68% 5.17% 93.14% 100%
Seattle, WA 303 22 170 23 12 3 16 54 14 8 49 70.6 2 55
19.22% 11.34% 69.44% 100%
Syracuse, NY 175 47 81 2 1 0 0 3 11 2 42 451 1 51
2.34% 4.44% 93.22% 100%

2For the field sample, the household informant completed all FIU interviews, except for self-response modules. Therefore, the FIU response rate is equal to the household interview response
rate.
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percent), noncontacts estimated to be residential households (4.5 percent), and language and other
barriers (1.5 percent) (TablelV.8). Interviews were conducted in English or Spanish; no interviews
were attempted in households in which no one spoke either of those languages. 1n addition, we were
unableto completeinterviewsin afew FlIUs because identified family informants were too impaired to be
interviewed.

We observed moderate differences among sitesin household-leve refusal rates (which ranged from
15.2t0 25.3 percent in high-intengity sitesand from 10.2 to 29.0 percent in low-intensity sites), reflecting
intensive efforts to minimize refusal s through follow-up efforts and incentives (Table 1V.8). However,
among some sites, the percentage of other reasonsfor nonresponsevaried considerably. Thelow response
ratein Miami was mainly dueto avery high percentage (12.2 percent) of retired residential households
(that i's, confirmed residential householdsthat neither completed nor refused interviewsafter 40 calls); in
contrast, the average for the entire RDD sample was 4.8 percent. We observed asimilar patternin other
areas of FHoridaand thought that it might have resulted, in part, froma*“ snowbird” effect (that is, household
informants may have been contacted inthe winter, delayed theinterview, and then returned to residences
in other partsof the country). Inthese cases, the householdswould have been coded as nonresponses,
based on theinitia contact. For the second round of the household survey, this problem will be mitigated
by adding screening questions on year-round residence. The problem may also have been exacerbated
by households that neither refused nor completed interviews after 40 attempts. Some of these
nonrespondents may have been reluctant to be interviewed but aso did not want to offend interviewers by
refusing.

We dso observed relatively high rates of retired residential householdsin Newark (6.3 percent) and

Orange County (7.0 percent) (Table1V.8). Here, the problem was due mainly to increased difficulty
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achieving contact. Because we |eft messageson answering machines and called at varioustimes, itis
unlikely that this source of nonresponse could be significantly reduced by making changesin field
procedures.

Overdl, welost only 1.5 percent of the household-level RDD sample to language and other barriers
(TablelV.8). Thissourceof nonresponse was dightly higher (two to four percent) in Boston, Miami,
Newark, Orange County, and Sesttle (all high-intengity sites), aswell asin some low-intensity sites.
Languages other than English and Spanish may have been more common in those aress; it dsoispossible
that some interviewers did not recognize some Spanish diaects and assumed that other languages were
spoken. Householdsinwhich languages other than English or Spanish were spoken werereviewed by
supervisors, and interviewers wereinstructed to ask to speak to someone in the household who spoke
English or Spanish. It would be necessary to trandate the survey into other languages, at very high cog,
to reduce this source of nonresponse further.

The other source of nonresponse was noncontacted telephone numbers estimated to be residential
households (4.5 percent of the estimated RDD household screening sample; TablelV.8). Wemadeup
to 12 cdlsto contact atelephone number and then called loca tel ephone companies to determine whether
these telephone numberswereresidential. Most of these efforts were unsuccessful, and we attempted
another 8 callsbeforeretiring atelephone number asunresolved if no contact was made after 20 cdlls. In
most sites, wewere ableto limit this source of nonresponseto lessthan five percent; however, somesites
(for example, Boston, Miami, Newark, and Orange County) werein therange of fiveto seven percent.
We a so observed higher noncontact ratesamong very large metropolitan areas selected aslow-intensity
sites. Itisunlikely that we could reduce this rate significantly without obtaining more cooperation from

telephone companies. Asdiscussed later in this chapter, this added cooperation seems unlikely.
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Overdl, 94.4 percent of FlUsformed from ligible households completed interviews (see Table 1V .5).
Among high-intensity sites, there was some variability, from alow of 90.3 percent in Miami to ahigh of
97.4 percent in Indianapolis.

For the RDD sample, the* primary” FIU was the one to which the person compl etes the household
enumeration questionsbelonged. Usually, thiswasthe householder or householder’ sspouse, but it could
be digible adultsforming other FIUs. Interviewswith “secondary” FIUswere scheduled after the primary
FIU interview was completed.

Nearly dl (97.2 percent) primary FIU interviewsin the RDD sample were completed (see Table1V.9).
Because interviews with secondary FIUs had to be scheduled after the primary FIU interview was
completed, asmaller percentage of these FIUs (83.3 percent) completed their interviews, with the main
reasons divided between refusals (7.2 percent) and persons who moved (“movers’) or who did not
respond after many calls (8.6 percent estimated to be digible (see Table 1V.10). We dso include as
movers secondary FlUsthat wereretired because their household’ s tel ephone numbers were disconnected
before theinterviews could be completed. Mobility wasaproblem because digibility was determined at
household enumeration (except for errorsininitial enumerationthat werediscoveredlater). Webelievethat
nonresponse by individualsin secondary FIUs can be reduced in the future by making greater efforts,
through changesin CATI program design, to minimize the length between household enumeration and
secondary FIU interviewing.

Asnoted, responseratesto the field survey were generally higher than for the RDD survey, with an
overal responserate of 82.0 percent (TablelV.11). Refusals, followed by chronic noncontacts, werethe
main sources of nonresponse to interviews completed from the field sample. Many of the initial
nonresponseswerelocated in gated communities. In most buildings, we were unable to obtain access after

efforts to contact the building manager or owner by telephone and mail. Where we could not obtain
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access, we used reverse address directoriesto contact househol dswith published tel ephone numbers. Only
one site, Orange County (53.0 percent), had aresponse rate below 69 percent; thissite also had avery
low sample alocation resulting from avery high telephone penetrationrate. Thus, the low responserate

may have been afunction of sampling variability.

3. Response Ratesfor the Adult Self-Response Modules and Child’s Physician Visit

Most of the FIU interview was conducted with an informant who answered for all sampled FIU
members. However, each adult in the FIU was asked to salf-respond to a subset of questions, including
subj ective assessments of health, tobacco use, satisfaction with care, and aspectsof the physi cian—patient
interaction. Effortsto obtain self-responseswere successful, as 95.6 percent of adultsinthetotal sample,
including 95.6 percent inthe RDD sample and 97.8 percent in the field sample, compl eted these questions
(TablelV.12). Thefamily informant was allowed to complete the self-response module in certain
circumstances--when an adult FIU member wastoo ill to respond, was temporarily unavailable, or was
unwilling torespond after severa interviewing effortshad been made. Overdl, only 1.2 percent of the self-
response modules were completed by proxy respondents.

TABLE V.12

RESPONSE RATES FOR THE ADULT SELF-RESPONSE MODULE

RDD Sample Field Sample Totd

Completed Module (Percent) 95.6 97.8 95.6
Proxy Accepted (Percent) 12 18 12
Refusal/Not Available (Percent) 3.2 0.4 3.1

Total (Percent) 100 100 100
Number of Adults 49,077 730 49,807
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We dso asked the adult who took the sampled child to the last physician visit before theinterview to
answer questions about that visit; those questions are similar to itemsincluded in the adult self-response
module. The adult who took the child to the physician may not have been the FIU informant, and we were
not always able to obtain these data through follow-up calls to the adult who accompanied the child.
Altogether, 84.5 percent of sampled children had one or more physician visitsin thelast year (data not
shown). We obtained information on the last visit for 92.3 percent of children who had such a visit.
Completion ratesfor these questionswere virtually identica for the RDD and field samples (TableV.13).
The main reasonsfor missing datawere that the person accompanying the child to the physician was not
an FIU member or was not identified by the family informant.

TABLE V.13

RESPONSE RATES FOR THE MODULE ON
THE CHILD’SLAST PHYSICIAN VISIT

RDD Sample FieldSample  Tota

Completed Module (Percent) 92.3 92.3 92.3

Person Accompanying Child 6.5 1.7 6.5

Unknown or Not in FIU (Percent)

Refusal/Not Available (Percent) 1.2 0.0 1.2
Total (Percent) 100 100 100

Number of Children 8,824 168 8,992

NOTE: Includes children who had one or more physician visits during the 12 months before the
interview.
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D. EFFORTSTO REDUCE NONRESPONSE

In Chapter 111, we described efforts to increase initial cooperation by developing survey messages
and mailing advance materials to respondents. During data collection, we used a variety of effortsto
reduce nonresponse, including:

C Making up to 20 calls to determine residential status, and up to 40 calls to complete an
interview with an FIU

C Making multiple rounds of refusal conversion calls
C Offering monetary incentives

C Using Spanish-speaking interviewers

C Leaving messages on answering machines

C Making callsto telephone companies to ascertain residential status for telephone numbers
that were difficult to contact

We have described call rules. In this section, we focus on the other efforts designed to reduce specific
sources of nonresponse.
1. Multiple Rounds of Refusal Conversion Calls

During thefirst few weeks of data collection, cooperation rates (ratios of completed interviewsto the
sum of completed interviewsand initia refusals) averaged about 40 percent. Because these cooperation
rateswere much lower than we had experienced in other health surveys, we reevaluated our datacollection
procedures, including:

C A review of response rates in related studies

C Anassessment of the effectiveness of survey messages and advance materials (see Chapter

1)

C Development of revised survey messages and training materials (see Chapter 111)
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C Increasing limits on calls (discussed previously in this chapter)

¢ Incorporating a systematic test of the effect of varied respondent incentives ($0, $15, $25,
and $35) on response rates (discussed in the next section)

After testing revised survey messages and various monetary incentive levels, we concluded that
intensiverefusal conversion effortswould be required to achieve an acceptable responserate. Effortsto
convert refusals focused on identifying effective refusal converters, training these individuals to use
information on reasons for prior refusals and personal interactions between prior interviewers and
informants, and the use of varied messagesto respond to specific concerns of potentia respondents. We
also devel oped an interviewer bonus plan, based oninterview difficulty and longevity, to reduce attrition
and to retain the most effective interviewers. Finaly, interviewers were dlowed to give the name of an
officia of The Robert Wood Johnson Foundation (RWJF) to respondents who wanted to contact the
organization sponsoring the survey.

These efforts were generally successful. For the RDD sample, final refusal rates represented 20.9
percent of the estimated household sample (see Table IV.8). Among FIUs identified by household
enumeration questions, only 1.7 percent of the primary family informantsand 7.2 percent of the secondary
family informants refused to be interviewed (see Tables V.9 and 1. 10, respectively). Theseresultswere
largely due to refusal conversion efforts for the RDD sample. Overal, of the 32,097 FIU interviews
completed from the RDD frame, 9,921 (30.9 percent) refused at least once. Therefusal conversion rate
(ratio of completed FIU interviews that ever refused to the sum of final refusals plus completed FIU
interviews that had ever refused) was 51.5 percent.

Efforts to reduce interviewer attrition were successful. We experienced minimal attrition after

introducing the interviewer bonus plan.
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Staff from the RWJF recorded nearly 500 callsfrom personsin sampled households; callersincluded
personswho had completed interviews, aswell asthosewho wanted moreinformeation before participating.
These callsincluded requests both for verification about the legitimacy of the survey and for more

information about study objectives.

2. Monetary Incentives

One of the actionstaken early in the survey wasto design an experiment to test the effect of respondent
incentives on responserates. Theresults of thisexperiment and of a prior experiment conducted for the
RWJF Family Health Insurance Survey were presented at the 1997 meeting of the American Association
of Public Opinion Research and appeared in the 1997 ASA4 Proceedings of the Survey Research
Methods Section (Strouseand Hall, 1997). For the CTS Household Survey experiment, treatmentswere
randomized equally acrosshouseholdsin four cells: $0, $15, $25, and $35. The experimenta samplewas
sdlected to represent all 60 communities and the supplementa sample. Householdsin the $0, $15, and $25
cellsthat refused were offered $25 during refusa conversion calls, thoseinitialy offered $35 were offered
$35during refusal conversion calls. For househol dswith unpublished tel ephone numbers, respondent
incentiveswere promised at theinitial call and during refusal conversion cdls. Householdswith published
addressesthat refused were mailed | etters and checks beforeinterviewerscaled. A minimum of eight
weekswasallowed between theinitial refusal and each round of refusal conversion calls, and two rounds
of refusal conversion calls were made.

The experiment showed that incentives had alarge impact on initial cooperation, and that the impact
was gill sgnificant after refusal conversion effortswere made. Initia cooperation ratesincreased from 38

percent for the nonincentive group to 46 percent for those offered $15, to 52 percent for those offered $25,
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and to 49 percent for those offered $35.% Final cooperation rates after refusal conversions were 61 percent
(no payment), 64 percent ($15), and 67 percent ($25). Increasing theincentiveto $35 had no additional
impact, asthe cooperation rate after refusal conversonsfor that group dso was 67 percent. As a result
of this experiment, we decided to offer all families $25 to complete the survey.®
Someindividuas participating in thefirst round of the Household Survey are (or will be) in households
selected for the second round of the survey. In addition, the Household Survey sampleisbeing used as
aframefor other surveys. Compensating respondentsisexpected to increasethelikelihood of participation

in the followup surveys and in collateral studies.

3. Spanish-Speaking Interviews

We prepared a Spanish version of the CATI instrument and trained bilingual interviewersto conduct
interviews with family informants or adults for whom self-response modules were required and who
preferred to conduct theinterview in Spanish. Overdl, weinterviewed 1,182 FIUsin Spanish (3.7 percent
of thetotal) and completed an additional 54 Spanish self-response modulesin FIUsfor which the core

interview was completed in English (Table1V.14). Spanishinterviewswere critica inthe Miami site, where

°Here, the cooperation rate is defined astheratio of completed interviewsto al confirmed residentia
househol ds; tel ephone numbersfor which no contact was made after 20 callsand nonresidential numbers
were excluded.

®We also tested the impact of including a $25 check with an advance letter on efforts to convert
refusalsfor FlUswith known addresses. Our goal was primarily to reducethetimerequired to resolve
refusals and to maintain the survey schedule. Preliminary resultsindicated that this goa was met, as
household respondents who received $25 checks usually had read the letter and responded to the
interviewers calls. Becauserdatively few respondents who refused the offer cashed checks, we did not
haveto bear significant added costswith thismethod. Final resultsarebeing usedin round two refusa
conversion efforts.
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TABLEIV.14

SPANISH-SPEAKING FIU INTERVIEWS, BY SITE AND OVERALL

Number of Spanish Percentage of FIUs

FlUs Completed in Spanish
Total Overall 1,182 3.7
High-Intensity Sites
Boston, MA 31 2.8
Cleveland, OH 7 0.6
Greenville, SC 5 0.4
Indianapolis, IN 1 0.1
Lansing, M1 2 0.2
Little Rock, AR 1 0.1
Miami, FL 342 30.3
Newark, NJ 61 45
Orange County, CA 148 13.0
Phoenix, AZ 75 6.4
Seattle, WA 6 0.5
Syracuse, NY 4 0.3
L ow-I ntensity Sites
Atlanta, GA 4 135
Augusta-Aiken, GA/SC 1 0.34
Baltimore, MD
Bridgeport, CT 8 2.82
Chicago, IL 10 341
Columbus, OH
Denver, CO 14 4.81
Detroit, Ml 2 0.65
Greensboro, NC
Houston, TX 2 0.74
Huntington-Ashland, WV-KY -OH 30 10.71

Killeen, TX
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Number of Spanish

Percentage of FIUs

FlUs Completed in Spanish
L ow-I ntensity Sites (continued)
Knoxville, TN 6 201
LasVegas, NV/AZ
Los Angeles, CA 14 5.24
Middlesex, NJ 50 19.16
Milwaukee, WI 7 2.25
Minneapolis-St. Paul, MN/WI 2 0.64
Modesto, CA 2 0.60
Nassau, NY 39 12.75
New York City, NY 16 4.69
Philadelphia, PA/NJ 39 13.36
Pittsburgh, PA 10 3.24
Portland-Salem, OR/WA
Riverside, CA 11 3.58
Rochester, NY 26 8.55
San Antonio, TX 3 0.85
San Francisco, CA 16 5.35
Santa Rosa, CA 13 4.63
Shreveport, LA 14 491
St. Louis, MO/IL
Tampa, FL
Tulsa, OK
Washington, DC/MD
West Palm Beach, FL
Worcester, MA 12 3.87
Dothan, AL 10 3.95
Terre Haute, IN
Wilmington, NC 3 0.97

West Central Alabama
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Number of Spanish Percentage of FIUs

FlUs Completed in Spanish

L ow-I ntensity Sites (continued)

Central Arkansas 1 0.26

Northern Georgia 6 2.20

Northeast I1linois 1 0.34

Northeast Indiana

Eastern Maine

Eastern North Carolina 4 1.32

Northern Utah 8 212

Northwest Washington 4 121

Supplemental Sample 111 3.39
NOTE: In addition, 54 Spanish self-response modules were completed by FIUs whose core interviews were

conducted in English.

PMSA = Primary Metropolitan Statistical Area.

127



where 30.3 percent of the interviews were conducted in that language. Spanish interviews were a'so
important in three other sites. (1) Newark (5.0 percent), (2) Orange County (13.0 percent), and (3)
Phoenix (6.4 percent). Review of CATI reports showing cooperation ratesfor Spanish-speaking samples
found that these cooperation ratesdid not vary appreciably from ratesin English-speaking samples, either

overall or within sites.

4. Messageson Answering Machines
Some residential householdswere difficult to contact because answering machines were used to screen

cdls. Initialy, weinstructed interviewers not to leave messages, fearing that this action would increase

refusals; however, we later revised the procedure to counter chronic no answers and to offer the $25

incentive to al FIUs. Interviewers were instructed to leave the following message:
My nameis . I’'m calling on behalf of (fill in name of state health department if
endorsement obtai ned) and anonprofit foundation. Wewould likeyour family totakepartina
telephone interview for amgjor health study. We know how busy you are, so wewill pay you
[amount] for helping us. | want to assure you that we' re not selling anything or asking for money.
Il call back another timeto explainthe study and seeif you can set up atimefor theinterview.
Thanks.

Theinterviewer wasingtructed to leave notesin the CATI system indicating that the message had been left

onthemachine. Theinterviewer aso wasinstructed to referencethe messagewhen caling back the next

time. A second message could be |eft after a one-week interval; the limit was two messages per month.

Wedid not systematically test this procedure. However, we bdieveit wasauseful, low-cost approach

to increase cooperation for an RDD survey that included a monetary incentive.
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5. Local Telephone Companies

Overdl, wewere unableto verify resdentia statusby speaking to aperson or obtaining confirmation
from telephone companies for 5.1 percent of the RDD sample of released telephone numbers
(3,624/70,936). Using theimputation proceduresdescribed previously, weestimated that 50.1 percent
(1,815/3,624) of thesetel ephone numberswereresidentia. These sample pointsrepresented 4.5 percent
of the estimated number of residential households in the RDD sample frame (see Table 1V .8).

Studies based on other RDD surveys haveindicated that the actual percentage of occupied residentia
househol ds represented by telephone numbers that were chronic no answers after 12 to 20 calls may be
lower than 50 percent. Communication with staff at Abt Associates, who investigated this problem for the
National Immunization Survey (NIS) for the Centersfor Disease Control, reinforced our assumption.
Unfortunatdy, loca telephone companiesarethe only sourcethat can verify theresdentia statusof chronic
no answers. Staff at Abt indicated that it had become very difficult to obtain cooperation from telephone
company businessoffices. However, the CTSwasrequesting verificationfor far fewer telephone numbers
then was the NIS, so we were hopeful about our ability to obtain this information.

After we had made at least 12 callsfor about two-thirds of the RDD sample, we produced listings of
telephone numbers with chronic no answers (12 cdls), sorted by local telephone company. We contacted
local telephone company business offices, explained our objectives, responded to any confidentiality
concerns, expressed our willingnessto compensate staff for time required to obtain theinformation, and
mailed or faxed customized | etters and descriptions of the study to designated personndl. Over atwo- to

three-month period, an MPR survey manager followed up with additiona callsand responded to concerns.
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Altogether, we contacted 19 telephone companies representing 2,467 telephone numbers. (We
eliminated companies associated with few chronic no answers.) Unfortunately, we were able to obtain
resultsfrom only six companies, representing 319 telephone numbers. Of the 292 tel ephone numbersfor
which the companies could verify status, only 32.4 percent were considered to be active residential
numbers. Therest were assigned to businesses or pay telephones or were nonworking or inactive.
Although these results supported our expectations, the sampleswere small and unrepresentative and were

not used in computing response rates.

E. QUALITY ASSURANCE
1. RDD Sample

Interviewer performance was evaluated on the basis of production reports and regular on-line
monitoring. Daily production reportsprovided information on severa performanceindicators, including
completed interviews and self-response modul es, calls made, refusals, refusal conversions, time per call,
timeper interview, and theratio of completed interviewsto time spent charged tointerviewing. Interviewer
conduct during interviewswaseva uated primarily by supervisory monitoring of actud cals, supplemented
by review of interviewer notes maintained in the CATI system (al calls and notes recorded about those
calls are maintained by the CATI system).

The monitoring system enables supervisorsto listen to interviews without either theinterviewers' or
respondents’ knowledge; it dso dlows supervisorsto view interviewers screenswhiletheinterview isin
progress. Interviewersareinformed they will be monitored but do not know when observationswill take
place. Supervisorsconcentrateonidentifying behaviora problemsinvolvingincorrect study presentation;
errorsin reading questions; biased probes; inappropriate use of feedback in responding to questions; and

any other unacceptablebehavior, such asinterrupting the respondent or offering apersonal opinion about
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specific questions or about the survey. The supervisor reviews results with the interviewer after the

interviewer completes her or his shift. Overall, 11.8 percent of the interviews were monitored.

2. Field Sample

Theaccuracy of listing was verified by assgning adifferent staff member to screen the listed segments,
thus, each segment waslisted and verified. Errorswere corrected through supplementa listing forms used
to augment or delete initially listed housing units. Ten percent of the screened households that were
ineligiblefor the survey (that is, had tel ephone service with no interruption) were vaidated by telephone
from MPR'’ sPrinceton office. All digible households were interviewed by cellular telephone and were

subject to standard monitoring procedures used for the RDD sample.
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V. WEIGHTING AND ESTIMATION

A. OVERVIEW
The sample design was complex, employing stratification, clustering, and oversampling Weights
were designed to restore proportionality to the sample and were adjusted to compensate for
nonresponse at the household, family insurance unit (FIU), and person levels. The use of unweighted
dataislikely toresultin serioudy biased estimates because the unweighted samples are distributed
differently than are the populations they represent. This occurred for the following reasons:
C Designdecisions, such assetting fixed sample sizesfor sites, restricting the high-
intensity sitesto metropolitan statistica areas (M SAS) with popul ations of 200,000
or more, and subsampling children, resulted in oversampling of some groupsand
undersampling of others.
C Sampleframesdid not cover the entire study population. Therandom-digit-dialing
(RDD) frame omitted numbersin banks of 100 that contained no published household
numbers, and thefield sample, which excluded areaswith high telephone penetration,
was restricted in coverage to MSAs with populations of 200,000 or more.

C Some households had differing chances of selection because of the number of
telephones they owned or interruptions in telephone service.

¢ Nonresponse to the survey differed among sites and among subgroups of the population.

The proper use of weightsin anayzing Community Tracking Study (CTS) Household Survey datawill
substantialy reduce the bias of estimates due to the sample design and survey nonresponse. However, the
weights do not address the potential for bias resulting from item nonresponse or response errors.
Procedures used to impute missing data for individual variables are discussed in the Household Survey
Public Use File Technical Publication Number 7, (Center for Studying Health System Change 1998).

Furthermore, estimates of sampling error that do not account for theuse of weightsand the complex nature
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of thesample arelikely to be severely understated. Specialized softwareisrequired to properly estimate
gandard errors of estimatesfrom thissurvey; proceduresto usethis softwareareasoincluded in Technica

Publication No. 7.

1. WeightsProvided for Public Use
Thirteen weighting variables, summarized in Table V.1, areavailablefor researchers use. Weights
were constructed to allow for both site-specific and national estimates for individuas, FIUs, and sites.*
Site-specific estimatesare madefor asite or involve comparisons of Sites. In contrast, nationa estimates
involveinferencesto abroader population, unrestricted to any onesite or group of sampled sites. Weuse
theterm “nationd estimates’ to include estimates for subgroups of the nationd population that are defined
by geography or by economic or demographic classfications. Theweightsare computed usingthefeatures
of the sampling design; therefore, all weights are design based.
Weights are provided for four classes of estimates, defined as follows:
1. Augmented Site Sample. Weightsfor site-specific estimatesthat use datafromthesite’s
sample, augmented with observationsfrom the supplemental samplethat arelocated inthe
site
2. Site Sample. Weights for national estimates that use data from the 60-site sample

3. Supplemental Sample. Weightsfor national estimates that use the supplemental sample

4. Combined Sample. Weights used for national estimates that combine data from the 60-
site sample and supplemental sample

Throughout thisdocument, “ national” is used to refer to the popul ation of the 48 contiguous states.
It does not include Alaska and Hawaii
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TABLEV.1

NAMES OF CTSHOUSEHOLD SURVEY WEIGHTS

Analytical Sample and Estimate Type

Site-Specific
Estimate National Estimate
Augmented Site Supplemental Combined
Level of Analysis Site Sample | Sample Sample Sample
Person WTPER1 WTPER2 WTPER3 WTPER4
(winttpp3) | (winttppl) (wteltpp4) (winttppm)
Self-Response Module WTSRM1 | WTSRM2 WTSRM3 WTSRM4
Respondent (winttps3) | (winttpsl) (wteltps4) (winttpsm)
FIU WTFAM1 | WTFAM?2 WTFAM3 WTFAM4
(wintuif3) (wintuifl) (wteluaf4)
Site - - WTSITE

NOTE: The original variable names for the weights, before the names were modified for the public
usefile, are in parentheses.
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For each of thefour classes of estimates, threeweightsare provided: onefor analysisof FIU dataand
two for person-level analyses. The person-level weightsinclude:
C Weightsfor respondents to the core person-level survey questions

¢ Waeightsfor respondentsto the adult self-response moduleand the child’ slast physician
visit (described as the “ self-response” module)

We also include aweight to be used when the analytical unit isthe site itself.

The person-level and self-response modul e weights underwent a trimming procedure. Trimming
weightsreduced sampling error by reducing the values of extremely large weights and distributing the
excess among other weights. Although the difference between estimates using the trimmed weights or
untrimmed weightswas quite small (the extent of trimming was not great), thetrimmed weightsresultin
better precision.

The combined weightsinclude two individua-level weights and one FIU weight for national estimates
designed to combine datafrom the 60-site and supplemental samples. Theindividud-level weightsinclude
one weight for core questionnaire data, and one for the self-response module. These weights are based
ontherelative variances of thetwo samplesand allow researchersto more easily take advantage of the
increased precision of the combined samples.

Augmented site sample weights, combined sample weights, and site sample weights for the high-
intengity sitesinclude casesfrom both the RDD and field components. The supplementa weightsand Site
weightsfor thelow-intensity sitesinclude only RDD cases. It isassumed that most researchers making
individua-leve nationd estimates(including estimatesfor subgroupsof thenationa population) will prefer

to usethe combined weights, whichinclude both the 60-site and supplemental samples. The precision of
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such estimatesis substantialy greater than that of estimates obtained for either sample by itself, especidly

for estimates about subgroups. However, either sample alone will produce unbiased estimates.

2. Constructing Weights
Each weight is the product of several factors:

C Aninitid weight, theinverse of the probability of selection, to correct for differencesin
probabilities of selection

C Nonresponse adjustment factors, to correct for differential nonresponse at theindividud,
FIU, and household levels

C Factorsto adjust for interruptions in telephone service
¢ Poststratification adjustments to fit weighted counts to external estimates of the
population
Other adjustment factors for specific weightsinclude:

C Factorsto alow integration of the RDD and field components for the augmented site
sample weights, site weights for the high-intensity sites, and combined weights

¢ A variance-based factor for the combined weights that allows the 60-site and
supplemental samples to be used together for national estimates

3. Sampling Error Estimation
Some element of uncertainty is always associated with sample-based estimates of population
characterigtics because the estimates are not based on the full population. Known as*“sampling error,” this

element of uncertainty isan indicator of the precison of an estimate. Sampling error isgenerally measured
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interms of the standard error or the sampling variance, which isthe square of the standard error.> Among
other things, thestandard error can be used to congtruct confidenceinterva saround estimates, for example,
one can produce arange of numbers surrounding an estimate within which one has 95 percent confidence
that the true value lies, given the standard error of the estimate.

The complexities of the CTS Household Survey design (stratification, clustering, and oversampling)
preclude the use of common statistical packages (such as SAS or SPSS) for variance estimation. The
variance estimates from these statistica packages may severdly underestimate the sampling variance. The
CTSdatathereforerequirethe use of specialized techniquesfor estimating sampling variances; that is, it
IS necessary to use survey data analysis software or specially developed programs designed to
accommodate the statistic being estimated and the sampling design.

For the CTS Household Survey, the sampling variance is afunction of the sampling design and the
population parameter being estimated; it iscalled a“ design-based sampling variance.” The CTSdatabase
contains“fully adjusted” sampling weightsfor site-specific estimatesand nationa estimates of FlUsand
persons, aswel | astheinformation on sampledesign parameters(that is, strataand clusters) necessary for
estimation of the sampling variance for a statistic.

Maost common statistica estimates and andysistools (such as percentages, percentiles, and linear and
logidtic regresson) can beimplemented using Taylor series agpproximation methods. Survey data software,

such as SUDAAN (Shah et d. 1997), usesthe Taylor serieslinearization procedure and can handle the

*Thesampling varianceisameasure of the variation of an estimator attributableto having sampled
aportion of thefull population of interest, using aspecific probability-based sampling design. Theclassica
population varianceisameasure of the variation among the popul ation, whereasasampling varianceisa
measure of the variation of the estimate of apopulation parameter (for example, a population mean or
proportion) over repeated samples. The population varianceis different from the sampling variancein the
sensethat the population varianceis acongtant, independent of any sampling issues, whereas the sampling
variance becomes smaller asthe sample size increases. The sampling variance is zero when the full
population is observed, asin a census.
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multistage design, joint inclusion probabilities, and variance componentsin the CTS Household Survey
design.

The remainder of this chapter discusses weighting procedures in more detail and gives amore
complete explication of sampling error estimation for the CTS Household Survey. SectionsB and C
discusstheweightsfor the RDD and field samples, respectively. Section D explainsthe procedure for
integratingthe RDD and field samples. SectionsE and F present two topicsthat overlay al theweights;
Section E describesthe proceduresto identify and trim extremely large sampling weights, and Section F
covers separate weightsfor the salf-response module. Section G discussesthe weightsfor combining the
60-site and supplemental samplesfor national estimates. Finally, Section H discusses appropriate

methods for estimating sampling error for the CTS Household Survey.

B. WEIGHTING THE RDD COMPONENT

Separate weights were constructed for the RDD sample components of the augmented site sample,
sitesample, and supplemental sample. In Section B.1, we present the general approach for constructing
RDD weights at the household, FIU, and personlevels. For eachlevel, we describe the reevant sampling
weights (defined here as the reciprocal of the probability of selection) and the nonresponse and
poststratification adjustmentsto theweights. In Sections B.2 through B.4, we present specific issues

pertaining to the construction of the three types of RDD sample weights.

1. General Weighting Approach
A genera weighting approach was applied to the RDD weights. Asexplainedin Chapter |, sampling
took placein severd stages. Thefirst sagewasto sdect the 60 sites, and then to randomly select the high-

intensity sitesfrom among them. For the RDD sample, we then selected tel ephone numbers, identified
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households, defined FlUswithin households, and collected dataon FIUs and persons (adultsand asample
of children) within FIUs. All these stages were considered in weighting. Theinitial weight of a unit
(whether it is atelephone number, household, FIU, or person) is defined here as the reciprocal of its
selection probability, incorporating the selection probability of the prior stage(s).

After congtructing weightsfor site salection, we congtructed initid weights for telephone numbers, and
then adjusted for nonresponse at this stage. Then, we computed initial weights for households whose
telephone numbers were sampled and adjusted thisweight for nonresponse at the household level. The
sum of the household weightswas compared with an external estimate of households, at which point a
poststratification adjustment factor was applied to the weights.

For FIUswithin sampled households, we congtructed initial weights, a nonresponse adjustment factor,
and then poststratified using the household poststratification factor; the result was an FIU-level weight.

Finally, analogous steps were used to construct weights at the person level.

a. Telephone Number Initial Weight

The telephone number was the second stage of selection for the 60-site sample, and thefirst stage of
selection for the supplementa sample. The telephone sampling weight accounted for the probability of
selection of telephone numberswithin each site or stratum (that is, the number of telephone numbers
released out of thetotal number of telephone numbersinworking banks). A telephone number “ bank” was
defined asthefirgt 8 digitsof a 10-digit tel ephone number; abank can have 100 possible 10-digit telephone
numbers associated withiit. If at least 1 of these 100 possible telephone numbers waslisted in atelephone

directory as aresidential number, then the bank was designated as a“working bank.” Although this
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formuladiffered dightly depending on thetype of estimatefor which thewei ght was designed (described

later in more detail), the general form of this probability is:

. . nrel,
(1)  P(phone p in stratum h) i

n,
Nh nh&nbadh '

where:
n, = the number of telephone numbers selected in stratum /°
N, = the number of working telephone banks in stratum %, times 100

nrel, = the number of telephone numbers released in stratum £

S
I~
N
S
|

= the number of telephone numbers found to be nonworking or business
numbersin stratum 4, using Genesys ID.
All released telephone numbers were assigned this probability.

The sampling weight for phone p in stratum 7 is:

1

2 SW(phone, ) * '
2 v hp) P(phone p in stratum h)

b. Nonresponse Adjustment to Telephone Weight

For the telephone number weight, an adjustment was made for nonresponse. Nonresponse could
have occurred at the tel egphone-number level if we could not determine whether atel ephone number was
aworking residential number.

We formed weighting cells to make the adjustment. In defining weighting cells, wetried to group

respondents who were similar with respect to the most important analytical variables, as well asthe

*Throughout this document, werefer to stratum /. In sites where substratifi cation was not used
(low-intengity sites), it will refer tothe entiresite. For the high-intensity sites, it will refer to the substrata
used in selecting the sample. For the supplemental sample, it will refer to thefive strataused in selecting
the sample. Strata and substrata are defined in Chapter I.

141



likelihood of each type of nonresponse. Theinformation used to form these cells must be known for both
nonrespondents and respondents. The cell definitions may be the same or different for each type of
nonresponse adjustment. Based on generally accepted guidelines, we decided that each cell should dso
contain at least 20 respondents, and that the adjustment factor in each cell should belessthantwo. Cells
failing these criteria were combined with similar cells.

For the telephone number adjustment, the primary weighting cellswerethe Ste and sampling Strata; for
the supplemental sample, the cell wasdefined by stratum. Thefollowing nonresponse adjustment factor
at the telephone number level adjusted for failure to determine the eligibility of atelephone number:

- SW(phone hp)

3 A Lone w released phOc )
) P 2 =S W(phonehp)

determ ph O ¢

where the summation in the numerator isover al telephone numbers released in cell ¢, and the
denominator is summed over al telephone numbersin cell ¢ for which an eligibility determination was
made.

A nonresponse-adjusted tel ephone number weight was then cal cul ated:
4 wi (phonehPOC) =S W(phonehp) i 4 (phone),if eligibility of telephone numberdetermined

WI(phonehPOC) " 0,otherwise.

c. Initial Household Weight
Because some househol ds have multiple telephone numbers, a household multiplicity factor was used

to adjust for the number of telephone numbersin the household. Theinitial household weight wasthe
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inverse of the product of the probability of selection of the household’ s telephone number and the
household multiplicity factor:

5) P(household i in stratum h) = P(phone p in stratum h) §| nphone i

where nphone i is the reported number of telephone numbers at which household i with telephone
number p in stratum / receives residential calls.

All househol ds associated with telephone numbers determined to be eligible had this probability
assigned. Thelast termin equation (5) was not available for householdsin which no FIUs completed
interviews. For these cases, nphone,,,; was set equal to 1. For all other cases, nphone,,,; was set equal
to the total number of telephone numbersin the household.*

Theinitial weight for household i in stratum / was:

1

(6)  SW(hh,) " :
! P(household i in stratum h)

d. Nonresponse Adjustmentsto Household Weight
The household-level nonresponse adjustment incorporated the tel ephone number nonresponse
adjustment. Thus, we first defined:

@) Wi(hh,Qc) = SW(hh,) i A (phone),

“Question h30in theinterview asked whether the househol d had any additiona telephone numbers
and, if so, how many; in the case of one or more, question h31 asks whether the additional number(s)
is(are) for home or businessuse. If h30=1, 2, 3, or 4 and h31 =1 or 2 (home use or both), then we set
nphone,; equal to h30 plus 1. For any remaining cases (h30 =9 or h31 >2), nphone,; was set equa to
1. Because questions h30 and h31 were asked of each family informant, some househol ds had discrepant
reports from two or more FIUs. In such cases, we set nphone,; to the average number of telephone
numbers reported (among those reporting additional numbers).
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where 4,,(phone,) is defined in equation (3).

Next, an adjustment was made for household-level nonresponse (that is, households that did not
complete the household enumeration questions needed to form eligible FIUs).> We used the same
weighting cellsthat wereused for the previousadjustment (equation 3). Thenonresponse adjustment factor
at the household level adjusted for screener nonresponse among known households:

" Wi(hh,)

(8) A (household) = —0¢ ,
" ¢ * Wihh,)

resp hh O ¢

wherethesummation in the numerator wasover al householdsin cdll ¢, and the denominator was summed
over all households completing the screener in cell c.

A second interim household weight was then cal cul ated:

9 W2(hh,Oc) = WIi(hh,) @ A, (household ), for responding households®

W2(hh,Oc) * 0, for nonresponding households.

*An FIU wasindigibleif al adult members were on active duty in the military. In addition, an
FIU could not be formed from unmarried, full-time students, less than 23 years old, who were not the
children or wards of someone in the household.

®Responding households are those in which the enumeration questions (Part A of the survey)
were compl eted.
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e. Poststratification Adjustment to Household Weight

Oneof thelast stepsin creating the househol d-level weight wasto poststratify the sum of the weights
to estimated population totals. We used July 1996 estimates from Genesys’ of the number of households
in each site (and in each stratum for the 12 high-intensity sites) and nationally (by whether or not in an
MSA).2 For site-specific estimates, we then used 1990 Census data to estimate the proportion of
telephone househol dsin the same sites and strata and adjusted the 1996 estimates of the total number of
households by these proportions to devel op an estimate of telephone householdsin 1996.° For national
estimates of tel ephone and nontel ephone househol ds (by metropolitan status), we used July 1996 estimates

from Genesys. The poststratification adjustment factor for tel ephone households was:

TELHH,

" W2(hh,)
resp hh O h

(20) A, (stratum h) *

where TELHH,, isthe estimated number of telephone householdsin July 1996. Thisadjustment was used
as apoststratification factor for FIU and person weights but not to produce afinal household weight,

because (1) household-level andysiswasnot of interest, (2) externd estimates of FIUsand personswithin

'Genesys uses intercensal estimates developed by Claritas.

8Genesys definesahousehol d according to the Censusdefinition, which “.... includes al the persons
who occupy ahousing unit,” and ahousing unit is defined as* ahouse, apartment, amobile home, agroup
of rooms, or asingle room that is occupied (or if vacant, isintended for occupancy) as separate living
quarters.” Thisdefinition differsdightly from our definition of an eligible household in that we exclude
households containing only unmarried students under the age of 23 or personsin the military. Unmarried
students under the age of 23 are éigiblefor the CTS Household Survey, but only through their parents
households.

*This method assumes a steady proportion of nontelephone households since 1990. This
assumptioniscond stent with Current Popul ation Survey estimates of the proportion of househol dswithout
telephones for 1990 through 1997 (U.S. Bureau of the Census 1994, 1997).
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FlUswerenot avail able, and (3) the househol d poststratification adjustment was deemed areasonable
proxy. The household-level weight poststratified to telephone households was:
(12) WrT (hh,) = W2(hh,) i Aps_ ostratum h).

For the supplementa sample and low-intendity Site-specific weights, we used information on telephone
serviceinterruption to inflate the RDD sample weights for telephone householdsin order to account for
nontelephone households. Even though al casesin the RDD tel ephone sample had working telephones
when interviewed, they were asked whether they had had any interruption in telephone service in the year
preceding theinterview.’® We used caseswith interruptionsin tel ephone service to represent nontel ephone
households and those with no reported interruptions to represent telephone households. 1n doing so, we
adjusted weightsto the number of months of interrupted service. (An analogous procedurewasusedin

creating the integrated weights discussed in Section D.) The interruption-adjusted weight is:

W2(hh,)
prop. of year with phone

(12) WwT (hh,)

interruption

The poststratification adjustment factor for total households would be:
TOTHH,,

(13) Aps_a”(phone status g, stratum h) "

interruption(hhhi)
resp hh,Qh with phone status g

19T 0 determine telephone status, we used the responses to question h32 (“During the past 12
months, was there any time when you did not have aworking telephone in your household for two weeks
or more?’) and question h33 (“ For how many...months....?"). In households with discrepant reports from
two or more FIUs, we set thenumber of months of interruption in service to the average number of months
reported (among those reporting an interruption in service).
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where phone status g isequal to 1 (interruption in phone service) or to 2 (no known interruption in
phone service), TOTHH,, = TOTHH, & TELHH,, and TOTHH,, " TELHH, .
A household-level weight poststratified to al householdsis:

(14) WTa”(hhghi) - WT.mermpﬁon(hhhi) 0 Aps_a”(phone status g, stratum h).

1

f. FIU Initial Weight

The probability of selection for each FIU isequa to the probability of selection for its household; that
is, al FlUswithin each sdected household were sdected for theinterview. All eligible FIUsin responding
households will have this probability assigned, regardiess of whether the FIU itself responded:
(15) P(FIU j in household i in stratum h) * P(household i in stratum h).

Theinitial weight for FIU j in household i in stratum /4 is:

1
P(FIU j in household i in stratum h)

(16) SW(FIU,,) *

g. Nonresponse Adjustment to FIU Weight

Thefirg step inthe FIU nonresponse adjustment wasto adjust the FIU initial weight for telephone- and
household-level nonresponse, using the factors defined in equations (4) and (9). FIU weightswere then
calculated:

(a7 wi (F[Uhij.Oc) " SW(FIU hl.j) i A, (phone) i A (household).
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The adjustment for FIU nonresponse was made among FIUsknown to be eligible. Thisweighting
adjustment used FIU composition characteristics (the number of persons, the presence of seniors, the
presence of children) to form the weighting cells:

" W2FIU,,)

(19) A1) - W2(FIU,,)

respondingFIU 0O ¢

where the summation in the numerator was over all eligible FIUs™ in cell ¢, and the denominator was
summed over al responding FIUsin cell ¢. A third interim FIU weight was then cal cul ated:
(29 W3(F1Uh,-j) - WZ(FIU,“.J.) i Anr(FIUhl.j), for eligible responding FIUs

W3(FIU hl.j) " 0, for eligible nonresponding FIUs.

h. Poststratification Adjustment to FIU Weight

Because we had no external estimates of the number of FIUs, we applied the poststratification
adjustments used for the household-level weight: A4, ,.(stratum h) and A, (phone status g, stratum
h). The poststratified FIU-level weights are:
(20a) wT, (FIU hij) " W3(FIU hij) i A, oStratum h),
and

(200) WT,(FIU,, ) * W3(FIU

W) 1A

ps_a”(phone status g, stratum h).

"Secondary FlUs determined to be eligible at screening were considered dligible at this stage,
regardless of |ater telephone status. Some FIUs were associated with telephones that were nonworking
when callbacks were made. These FIUs were considered eligible nonrespondents.
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The poststratification represented in equation 20b a so incorporated the adjustment for tel ephone service

interruption.

i. Initial Person Weight

The probability of sdlection for each adult is equal to the probability of sdection of the FIU because dl
adultswithin an FIU were sdlected for theinterview. However, only one child was sdlected a random per
FIU, so thewithin-FIU probability of sdection for achild isequd to theinverse of the number of children
intheFIU. Theoveral probability of selection for personk in FIU j in household in stratum 4 can be
expressed:

(21) P(person k in FIU j in household i in stratum h) =

P(FIU j in household i in stratum h)
(él@numkidshij) % (1&8)

where numkids,,; is the number of childrenin FIU j inhousehold i in stratum 4, and & isequal to O for
adults and 1 for children.
Theinitial weight for person & in FIU j in household i in stratum 7 isthe inverse of the probability of

selection:

1
P(person k in FIU j in household i in stratum h)

(22) SW(person hl.jk) "

All eigible personsin al responding FIUs will have thisweight assigned, regardless of whether dataon

the person were collected.

J. Nonresponse Adjustment to Person Weight
An editing program was used to determine whether a person record contained too many missing items

tobeusable. Only eight adultsand two children were deleted because of high levels of missng information.
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Thenext two steps adjust for thissmall amount of unit nonresponse at the personlevd. (Personsfor whom
the salf-response module was incompl ete are discussed in Section F.) The nonresponse adjustment
involved severd steps, adjusting for tel ephone, household, and FIU nonresponse prior to the person-level
adjustment:

(239) Wl(personhijkOc) - SW(personhijk) i A4 (phone )

(23b) WZ(personhijkOc) - Wl(personhijk) i 4 (household)

(23c) W3(pers0nhijk0i) - W2(pers0nhl.jk) @Anr(FIUhl.j),

where the adjustment factors are defined in equations (3), (8), and (18), respectively.

The final person-level nonresponse weighting adjustment uses the FIU as the weighting cell:

" W3(person i )

person O cellj

- W3(person hl.jk) '

responding person O cell/

(24) A, (person i D"

where the summation in the numerator is over al selected personsin cell j, and the denominator is
summed over all responding personsin cell ;.
A fourth interim-person weight can then be calculated:

(25) W4(personhijk) - W3(pers0nhijk)@Anr(personhijk), for responding persons

W4(personhijk) " 0 for nonresponding persons.
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k. Poststratification Adjustment to Per son Weight

Prior to combining the RDD sample with the field sample, we applied the poststratification
adjustments used for the household-level weight: 4, (stratum h) and A, ,(phone status g, stratum
h). The poststratified person-level weights would then be:

(268) WT, (person,,) = W4(person,,) i A

Dete [(stratum h)

(26b) WTall(personghl.jk) - W4(pers0nhl.jk) i Aps_all(phone status g, stratum h).
Pogdtratification of the person weightsto externa counts of individuastook place aspart of integration

of the RDD and field tel ephone sampling weights (see Section D.)

2. Usingthe 60-Site Sampleto Make National Estimates

Theformulas for the selection probabilities and weights at the household, FIU, and person levels(see
equations| 1] through [26b]) and theformul asand methodol ogiesfor the nonresponse and posttratification
adjustments, aresimilar acrossthreetypesof estimates. (1) Ste-gpecific estimatesusing the augmented site
sample, (2) nationa estimates using the site sample, and (3) national estimates using the supplementa
sample. However, thevalues of these weights and adjustment factors differ acrossthe three typesof RDD
weights, becausethete ephone sel ection probabilitiesdiffer. Furthermore, welghtsto beused for making
national estimates using the 60-site sample must also account for the probability of selection of the Site, as
well asthedistribution of casesinthehigh-intensity and low-intensity sites. (Theselection of the60 sites
isdiscussed in detail in Metcaf et al. [1996]).

The CTS Household Survey design included sites in three strata:

1. MSAswith 200,000 or more personsin 1992
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2. MSAswith fewer than 200,000 personsin 1992

3. Nonmetropolitan areas (that is, a single county or a grouping of two or more counties
contiguous counties)

Of the 48 site selections among the M SAswith 200,000 or more persons, 12 were randomly selected
ashigh-intensity Sites. Noneof the sitesin the other two stratawere digibleto be high-intengity sites. In
theweighting formula, we must account for differencesin sample dlocation between the 12 high-intensity
sites and the other 36 sites that were eligible to be high-intensity sites.

The sample size of telephone numbersin the RDD samplewask timeslarger (k isapproximately equal
tofour) inthe high-intengity stesthan inthe low-intengity stes. To account for the probability of selection
of any telephone number, when making national estimates, we must use the expected number of selected
telephone numbers, E(n,,), in each Site, rather than the actual number of selected telephone numbers, r,.
For dtess in stratum /2, where the siteisan M SA with 200,000 or more persons, the expected number of

selected telephone numbersis:

(278) E(n,)" [n,, § k & P(high&intensity)] % [n,, & Plow8intensity)]
" [n, 0k §12/48] % [n, § 36/48]

", § (k14 % 34)

where n, isthe number selected for alow-intensity site. For sitesthat are MSAswith fewer than 200,000

persons, and for non-MSA sites, E(n,) " n, because these sites had no chance of being selected as

I

high-intensity sites.
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The probability of selection of the telephone number can then be defined as:

E(n) ; nrel ,
B

nsh& nbadsh '

(26b) P(telephone i in stratum h in PSU s) " PSUPROB_ |
sh

where:

PSUPROB, = the probability of selection of sites s’

E(n,) = the expected number of telephone numbers selected in the 60-site samplein
stratum 4 in site s

N, = the number of working telephone banksin stratum % in site s, times 100

nrel , = the number of telephone numbers released in the 60-site sample in stratum /4 in
sites

n, = the actual number of telephone numbers selected in the 60-site samplein
stratum 4 in site s

nbad,, = the number of nonworking or business telephone numbers in the 60-site

samplein stratum % in site s, using Genesys ID.

Formulas representing subsequent stages of selection, nonresponse adjustments, and postdiratification use

thisinitial selection probability as their base.

3. Usingthe Augmented Site Sample to M ake Site-Specific Estimates
When combining the 60-site sampl e and the supplementa sampleto make site-specific estimates, the

probability of selection of the telephone number can be defined as:

nrel .

28 P(telephone i in stratum h) _,
(28) (velep ) nh&nbadh

n
el
Nh

where;

12See Metcalf et al. (1996) for a detailed discussion of this probability.
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n = the number of telephone numbers selected in the augmented samplein stratum £
N = the number of working telephone banks in stratum %, times 100

the number of telephone numbers released in the augmented sample in stratum £

3
Q
}‘N
I

S
S

Q
X

1

the number of nonworking or business telephone numbers in the augmented samplein
stratum 4, using Genesys 1D,
and where the term augmented sample refers to the 60-site sample combined with the supplemental

sample cases that fell within the boundaries of 1 of the 60 sites.

4. Using the Supplemental Sampleto Make National Estimates
When using the supplemental sample to make nationa estimates, the probability of selection of the

telephone number can be defined as:

o n, nrel,
(29)  P(telephone i in stratum h) *° — | —————,
N, n,&nbad,
where:
n, = the number of telephone numbers selected in the supplemental sample in stratum /
N, = the number of working telephone banks in stratum %, times 100
nrel, = the number of telephone numbers released in the supplemental sample in stratum /

nbad, = thenumber of nonworking or businesstelephone numbersin the supplemental
samplein stratum 4, using Genesys ID.
C. WEIGHTSFOR THE FIELD SAMPLE
1. Introduction
This section describesthe procedures used in constructing final design-based weightsfor the survey’s
field component, which was designed to include househol ds that had little or no chance of being selected

for the RDD surveys. Thefield survey was not designed for independent use because of its limited
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coverage and small samplesize. However, when combined with the site-based RDD survey, thefield

sample improves population coverage among subgroups less likely to be included in RDD-only surveys.
We produced two setsof weightsfor thefield survey data. Although neither set isintended to be used

adonein policy analyss, theseinterim weights and theinterim weights representing the RDD sample were

used to create integrated weights for making inferences about the entire population. Field sample weights

for households, FIUs, and personswere constructed for (1) individua sitesinwhich thefield survey was

conducted, and (2) al MSAswith 1992 populations of 200,000 or more. The second set of weightsare

referred to as* nationa” weights. Each weight isthe product of severa factors, which reflect differences

in probabilities of selection and nonresponse. Theweightsa so include poststratification adjustments so

that the sample matches external estimates of the relevant population.

2. Stepsin the Weighting Process

Thefirst weighting factor for aunit (household, FIU, or person) for any of theweightsistheinverse
of that unit’ sprobability of selection. Thisfactor differsbetween weightsused for Site- specific estimates
and weights used for national estimates.

The weights have two other components:

1. A nonresponse adjustment for FIUs or individual s within households for which no data
were collected

2. Ratio adjustment(s) to estimated population totals (poststratification weights)

a. Initial Weights
Theinitid weight istheinverse of the overd| probakility of selection of aunit (housing unit, household,

FIU, or person). Weightswere computed for housing units, households, FIUs and persons. For alisted
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housing unit LHU,,,;inlisting area L4, in secondary sampling unit SSU, and primary sampling unit PSU,
the preliminary supplemental sample weight, SWN, is:

(308) SWN(LHU),,,. = 1/P(LHU,,,),

where:

(30b) P(LHU,,,) = P(PSU,) - P(SSU,\PSU,) - P(LA,\SSU,) - P(HU\La,)

and the primary sampling unitsarethe 12 high-intensity sites, secondary sampling unitsareareaswithinthe
Stessdected with probability proportiona to szewithinthesites, and listing areaswere selected with equal
probability within SSUs. Theterm P(HU\LA,) accountsfor thefact that only asubsample of listed housing
unitsweresdected for interviewing in somelisting areas. Notethat for ahousehold (HH), theinitial weight

isthe same asfor alisted housing unit. Thus, for national estimates:

(31a) P(HHabcz) = P(LHUabm)

(Blb) SW]V(HI_[)abci = SW]V(LHIJ)abci'

For site-specific estimates, the same formula can be modified by omitting the term for the high-
intensity-site selection probability. Thus, for site-level estimates:
(328) SWS(HH),., = SWS(LHU),,, = 1/P(LHU,,,)

(32b) P(LHU,,,) = P(SSU,\PSU,) - P(I4,\SSU,) - P(HU\LA,).
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Probabilities of sdlection of FlUsand adultsin FlUsarethe same asfor the household. Children were
subsampled, so for thekth child inthejth FIU in household i, where the number of childreninthe FIU is
numkids

abcij*

(33)  P(Child,\FIU\HH,.) = P(HH,,) - 1/(numkids ;).

b. Nonresponse-Adjusted Weights

Thefirst step in cal culating nonresponse wel ghtswasto defineweighting cells. Becausethe sample
sizesweretoo small tojustify creating cellssmaller than asite, we decided that weighting cells should be
the sites themselves for both national and site-based estimates.

After all listed housing unitsthat were sampled for screening were assigned their initial probability
weights, aseries of adjustmentswere made. Thefirst adjustment compensated for nonresponseto the
screening interview among listed housing units (thet is, for unknown digibility). For smplicity, wewill refer
toagenerd set of weightsSI1 to denote the adjustment procedurefor the nationd (SW#WN) and Site-based

(SWS) weights. For cell ¢, we define a nonresponse-adjustment factor 4,,(HU,) and the weight

W] (HHabm):
j SW]abci
(34a) Anr(HUc) w attempt a k
] SW]abci
determ &k
(34b) W,(HH,.) =SWIi,.-A, (HU,), if eligibility of household is determined
=0, otherwise.

Asdiscussed in Chapter 11, eigibility wasimputed for some householdsin inaccessible buildings.
Cases with imputed digibility were treated in the same way as those whose digibility had actualy been

determined.
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The next adjustment was for household nonresponse. Initially, we used the same weighting cells as

for the previous adjustment:

= W, (HH,)

Jo 1 abci
(35) Am, (HHC) - elig ac )
] Wl (HHabci)

resp hh & c

wherethe summation in the numerator isover al householdsfound to be digibleinweghting cel ¢, and the
denominator is summed over al responding households in weighting cell c.

Finally, households with completed interviews were assigned weights:
(36) w,(Hh,.,) =W,(HH,.) A, (HH,), if the household responded

=W, (HH,,), if the household or listed housing
unit wasineligible

=0, otherwise.

Becausetherewas no nonresponse at the FIU level and only afew nonresponsesdueto missing data
at the person level, these nonresponse adjustmentswere kept as Smple as possible, and were essentidly
the same as those described in the section on weighting the RDD sample data. The weighting adjustment
wastheratio of the sum of weightsfor potential units(FIUs, adults, or children) for which datashould have

been obtained to the sum of weights for units for which data were obtained.

c. Poststratification
Postdtratification weights were calculated in two stages. In thefirst stage, al households (whether
eligible or not) were weighted up to the 1990 Census count of householdsfor areasincluded in our frame.

Thisweighting adjusted for factors unrel ated to the intentional undercoverageintroduced by the design.
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For asite a, where g = 1 for the included areas and g = O for excluded areas:

(378) Censuscountga . g

Aps] (a) .

M pe

_iil WZ(HHabci)

(37b) PSWI = Wy(HH ) - A,(a).

The second stage was aratio adjustment of interviewed householdsto 1996 estimates™ of al nontelephone

households (including areas excluded from the sampling frame), nationally and for each site:

. census np (site)
nsite
3 PSW1,

iaresp

(389) Aps ,(site)

census np (nat)
12 nsite
] PSW1

s - 1 iaresp

(38b) Aps (nat) *

(398) PSW2S,=PSWI, - A,,(site)
(39b) PSW2N, = PSW1, - A,,(nat).

A similar adjustment was made for individuals.

BThese estimateswere synthesized from the 1990 Census proportion of nontel ephone householdsand
the July 1996 Genesys estimate of total households

159



D. INTEGRATED WEIGHTSFOR HOUSEHOLD SURVEY

Theintegrated weights combine the field and RDD survey datafrom the Site-based sample for usein
making nationa and Site-specific estimates. For areas represented by both the RDD and field components,
theintegrated weights account for thelikelihood of being chosen in each of the two components. For areas
not represented by the field component, the RDD survey data alone were weighted up to represent all
househol ds and persons, including those without telephones. We used the following seven-step process
to construct two sets of integrated weights (onefor national estimates and onefor site-specific estimates)™:

1. Postdtratify the RDD and field tel ephone componentsto our best estimates of the telephone
and nontel ephone populations, respectively

2. Create household telephone service interruption adjustment factors (IAF) for both
components (see Section D.1)

3. Apply IAFsto the weights for the separate household components
4. Apply the same IAFsto the FIU components

5. Apply the same IAFs to the person-level components

6. Join the RDD and field telephone components

7. Poststratify the joined RDD and field components again

For national estimates based on the site sample, the field component represents nontel ephone
householdsonly inlarge M SAs (those with popul ations of 200,000 or more). For householdsin small
MSA or nonmetropolitan strata, the “integrated” weights are ssimply the weights that represented all
householdsinthestrata (WT,;), where those with any telephone service interruption had their weights

inflated to account for the proportion of theyear preceding the survey without service, then poststratified

“For the national estimates from the site sample, weincluded only householdsfrom the site sample
at thispoint in the process; for site-specific estimates, we a o included households from the supplementa
sample that are to be used for site-specific analyses.
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to the estimated number of nontel ephone househol ds (by metropolitan status); those with nointerruption
had their weights poststratified to the estimated number of telephone households.®

For RDD householdsin the 48 large M SA sites, we began with the weights that represented the
telephone portion of the population (WT,,). Smilarly, for thefiedld households (dl in the 12 high-intensity
sites), we began with the weight that represented the nontel ephone portion of thepopulation (PSWT2N).
Large M SA householdsinthe RDD component that had intermittent tel ephone service were adjusted for
dual selection probabilities (that is, they had a chance of being selected into both the RDD and field
components), while accounting for the length of interruption. (Thisadjustment is described in more detall
below.) Householdsin the field component that had some telephone service during the year preceding the
survey were d so adjusted for dua selection probabilities, while accounting for thelength of interruption.
TableV .2illustrateshow the RDD and field componentswere combined for national estimates based on
the site sample.

For ste-specific estimates, the field component represents nontel ephone householdsin the 12 high-
intengty stesonly. For householdsinthelow-intengty Stes, the“integrated” weightsare smply theweights
that represented dl householdsin those strata (WT,,), where those with any telephone service interruption
had their weightsinflated to account for the proportion of theyear preceding the survey without service,

then postatratified to the estimated number of nontelephone househol ds (by site); thosewith nointerruption

> For national estimatesbased on the supplementa sample, the“integrated” weightsfor al households
areamply the weightsthat represented al households (Wt,,), where those with any telephone interruption
had their weightsinflated to account for the proportion of the past year without service, than poststratified
to the estimated number of nontel ephone househol ds (by metropolitan status); those with nointerruption
had their weights poststratified to the estimated number of tel ephone households.
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TABLEV.2

INTEGRATION OF RDD AND FIELD COMPONENTS
FOR NATIONAL ESTIMATES BASED ON SITE SAMPLE

RDD Component

Field Component

High-intensity sites

Other large-M SA sites

Represents householdsin large
MSAs in contiguous United
States with continuous or
intermittent telephone service

Represents householdsin large
MSAs in contiguous United States
with intermittent or no telephone
service

Small-MSA sites

Non-MSA sites

Represents all householdsin
balance of contiguous United
States.
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had their weights poststratified to the estimated number of telephone householdsin the site.

For RDD households in the 12 high-intensity sites, we began with the site-specific weights that
represented the telephone portion of the population (WT,,). Similarly, for thefield households (all inthe
12 high-intensity Sites), we began with the Site-specific weight that represented the nontel ephone portion
of the population (PSWT2S). High-intensity-site householdsin the RDD component that had intermittent
telephone service were adjusted for dual selection probabilities, while accounting for the length of
interruption. Householdsin thefield component that had some tel ephone service duringthe year preceding
thesurvey werea so adjusted for dua sel ection probabilities, whileaccounting for thelength of interruption.

Table V.3illustrates how the RDD and field components were combined for site-specific estimates.

1. Telephone Service Interruption Adjustment Factor

A complicating factor in combining the RDD and field samplesisthat both componentsincluded
householdswithinterrupted telephone service during theyear preceding thesurvey. Theintegrated weights
assumethat (1) thosewith nointerruption in service could have been sampled only for thetelephone survey,
(2) those with no telephone service could have been sampled only for the field survey, and (3) the
remainder could have been sampled for both surveys. For the RDD sample, 3.4 percent of households
completing interviews had an interruption in telephone service of two weeks or more during the year
preceding the survey, but lessthan half of the householdswerein areas digible for the field component.
For thefield sample, 57.9 percent (n = 272) of househol ds completing interviews had at |east one month

during that year in which they had telephone service and could have been sampled for the RDD survey.
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TABLEV.3

INTEGRATION OF RDD AND FIELD COMPONENTS
FOR SITE-SPECIFIC ESTIMATES

RDD Component Field Component

High-intensity sites Represents househol ds in site withRepresents households in site with
continuous or intermittent intermittent or no telephone service

telephone service

Other large-M SA sites

) Represents all householdsin site
Small-MSA sites

Non-MSA sites
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Approximating probabilities of selection that accounted for multiplicity between thefield and RDD
sample frames was complicated by incomplete information on the addresses of some RDD households,
which would have been needed to link the househol ds to the Census Block Groupsin which they resided.
In addition, the dataavail able to match RDD householdsto Block Groups are based on the 1990 Census
and would not account for housing congtruction sincethen. Moreover, theleve of effort to complete such
amatch would have been substantial, and we concluded it was not cost-effective, given the size of the
samples eligible for inclusion in both surveys and the accuracy of the multiplicity estimates.

Instead, we constructed integrated weightsthat synthetically accounted for multiplicity by using a
weighting adjustment thet we call the telephone interruption adjustment factor. Thisfactor was applied only
to householdsin the “integration sites’; that is, those that are represented by both the RDD and field
components. For national estimates, integration siteswould include dl large-M SA stes. For Site-specific
estimates, they would includethe 12 high-intensity sitesonly. Theinterruption adjustment factor accounts
for both length of telephone interruption and multiplicity. For the field component, householdswith no
period of telephone service would have had no chance of sdection into the RDD component, and so have
interruption adjustment factor setto 1. For the RDD component, househol dsin theintegration siteswith
no period of telephone interruption would have been indigible for the field component and dso have IAF
setto 1. For householdsin the field component with some tel ephone availability and for householdsinthe
RDD component with some telephone interruption, we multiplied the value of interruption adjustment
factor, as described below, by the households postratified weights; the weights were podtratified to the

populations their components represent (tel ephone or nontelephone). We calculated I4F,, as.

1/RelP
(40) IAF -~ l

i m " (12,...,12),
™ 1MEDIAN(RelP)
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where

(41) RelP, " [PRatio

(A2&m)y o0 1,
12

and

(42) PRatio " HH in RDD sample | telephone HH in population
HH in field sample | nontelephone HH in population '

where m isthe number of months without telephone service; k isaconstant used to inflate or deflate the
adjustment so that the sum of the weights acrossthe two componentsfor those with an interruptionin
telephone service remainsthe same; RelP,, isthe relative combined likelihood of selection into either
component, estimated on the basis of the number of months with telephone sarvice'®; and PRatio isthe
probability of selection into the RDD component, relative to selection into the field component.
The lAF isthen applied to the appropriate weight, depending on the sample component and length

of telephone interruption:

(43) WTINT, * WT,, | IAF , for RDD households in integration sites
WTINT, * PSWT2 § IAF , for field households
WTINT * WT, for RDD households outside of integration sites

where m isthe number of months without telephone service. For RDD householdswith m=0 and for field

households with m=12, IAF,=1.

In equation (41), thefirst term (in square brackets) representsthe likelihood of selectioninto the
RDD component, and the second term (1) reflects the likelihood of selection into the field component.
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2. Poststratification of Person-Level Integrated Weights

For national estimates, person-level sampleswere postatratified by sex and age group; thenby sex and
whether or not Hispanic; then by sex and race (black or nonblack); and then by level of education.’
Weights were then poststratified to the estimate of the U.S. population.® For high-intensity sites,
poststratification of site-specific weights was by age group, race, whether or not Hispanic or black, sex,
and the estimated site population.”® Weightsfor low-intensity, site-specific estimates were poststratified

to site totals only.

E. TRIMMING PERSON WEIGHTS

Inanalyzing survey data, afew extremely large weights can result in inflated values of the sampling
variance, resulting inlessaccurate point estimates. To reducethe sampling variance, excessively large
weightsare trimmed, and the amount trimmed is distributed among the untrimmed weightsto preservethe
origina sum of theweights. However, trimming of sampling weights can introduce biasinto some point
estimates, because the observation with the trimmed weight isnot accurately represented in the point
estimate. Theobjectiveinweight trimming istoincorporate areduction inthe excessvely largeweights
while minimizing the introduction of bias.

For site-specific and national etimates, we trimmed the person-level integrated weights® and then
assessed the effect of the trimming. We evaluated the extent of trimming and the inflation factor for the

untrimmed weights needed to preservethe original sum of the weights, and then estimated the effect of the

"Based onintercensa estimatesfrom the U.S. Bureau of the Census [www.census.gov/popul atior/
estimates/nation/intfile3-1.txt]. Agegroup by sex wasfrom 2/97. Hispanic and black by sex wasfrom
3/97. Education was from 3/96.

BExcluding Alaska and Hawaii. Genesys estimate from July 1996.
®Age, race, ethnicity, and total population by sitewere based on Genesys estimates from July 1996.

2F| U-level weights were not trimmed.
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trimming on the sampling variance. Weused aweight-trimming agorithm that compares each weight with
the squareroot of the average va ue of the squared weight used to identify weightsto be trimmed and the
trimmingvalue. Thisagorithm hasbeenreferredto astheNAEP’ procedure (Potter 1990). Thetrimmed
excess was distributed among the weights that were not trimmed.

The gtatistica measure of theimpact of the trimming was based on the design effect attributableto the
variation among the sampling weights. Use of unequa weighting has the potentid to causelossin precison
becausevariationintheweightsaffectsthe variance of weighted estimates. Person-level weightswere
trimmed to reduce thisdesign effect; however, the extent of trimming waslimited to minimizetherisk of
introducing bias into the sample estimates.

More specifically, let WT; denote a set of weights and » denote the number of persons. Wefirst
established trimming classes on the basis of characteristics of the sample (the site or stratawithin the
supplementa sample) and of the sample member (that is, adult or child). The weight-trimming agorithm
establishes a cut point 7, in atrimming class ¢ as:

- 2
44 T " (k L I'n)",
wheren, isthe number of observationsinthetrimming class, kisan arbitrary number (generally assigned
avdueof 10), and thesummationisover the observationsin thetrimming class. Any weight exceedingthe

cutpoint 7. isassigned the value of 7., and excessis distributed among the untrimmed weights, thereby

ensuring that the sum of the weights after trimming isthe same asthe sum of the weights before trimming.
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Using these newly computed weights, the cutpoint is recomputed and each weight is again compared
withthecutpoint. If any weight exceedsthenew cutpoint, the observation isassigned the va ue of the new
cutpoint and the other weights are inflated to compensate for the trimming.

The cutpoint generated by the agorithm was generdly used asthe value of thetrimmed weight. Ina
few trimming cells, thedgorithm indicated atrimming level that was excessive, and avaue larger than the
computed cutpoint wasused. Generally, thiswas done when the adjustment seemed excessivefor the
weights that were |ess than the cutpoint or when few observations were in atrimming class.

Theweights designed to produce site-specific estimates were eva uated for adults and children within
each high-intendity site. Because only one child was randomly selected in each FIU, and the sample size
of children was smaller than that of adults, weightsfor children had greater variation and were larger on
averagethanweightsfor adults. Theweightsfor trimming wereidentified using both the NAEP procedure
and visua ingpection for outlier weightsthat the NAEP procedure might have missed. The assessment of
theimpact of trimming was evaluated by inspecting the trimming level, the magnitude of the adjustment to
theuntrimmed weights, and theanticipated design effect from unequa weights. Theweightsweretrimmed
for coreinterview and self-response module weights for both site-sample and augmented site-sample
estimates. The weights were trimmed for less than 0.4 percent of the adult and children observations.

For theweights designed to produce national estimates, Smilar weight trimming was conducted using
the NAEP procedure and an assessment of the impact of thetrimming on the design effect from unequal
weights. For the sitesample, the weight-trimming classes were defined by the three Site-selection Strata
(metropolitan areas with more than 200,000 persons, metropolitan areas with fewer than 200,000 persons,
and nonmetropolitan areas), geographic region (four regions) and adult versus child. For the supplementa
sample, the weight-trimming classes were defined by the sample Strata (metropolitan areasin each of four

geographic regions and the nonmetropolitan areas of the United States) and adult versus child. Relatively
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few weightswere trimmed--fewer than 50 of the more than 56,000 weightsof the site sample and fewer

than 40 of the 5,600 weights in the national supplement.

F. WEIGHTING THE SELF-RESPONSE MODULE

Asdescribed in Chapter 111, the self-response modul e contained questions on health status, personal
attitudes, and experiences during therespondent’ smost recent physicianvisit. Each adultinanigible FIU
was asked to respond persondly to thisset of questions. For arandomly selected child, the FIU member
who took the child to his or her most recent physician visit in the 12 months preceding the interview
responded to asubset of these questions. (The questions are included in the survey instrument, Appendix
A.) A separate status code was created for this module to indicate the compl etion status or reason for
noncompletion for each person.

1. National Estimates Based on the 60-Site Sample
a. Sef-Response-M odule Nonresponse Adjustments

For nationa estimates based on the 60-site sample, nonresponse adjustment cells were defined by
sex, age group, ethnicity (Hispanic, black non-Hispanic, other non-Hispanic), and education. Where
necessary, we collapsed some cells by education or ethnicity to ensure sufficiently large cell sizes. The
nonresponse adjustment was of the form of equation (24), except that response was defined as response
to the self-response module.

After dl these adjustmentswere made, children under age 18 were given their poststratified person-
level weight astheir “ self-response-modul€” weight. Some of the questionsincluded in the adult self-
response module were al so asked about the sampled child (see Chapter IV Section C.3). Theinformant
for these questions was either the FIU informant or the person who took the child to the physician on his

or her last visit. Although there might be some item nonresponse to these questions, dl children with a
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positive person-level weight would have at least some datain this module.

Persons under age 18 who lived in the household or were spouses of people in the household were
classfied asadultsin the survey and were given their self-response-moduleweights, adjusted so that the
sum of theweightsfor all of those under 18 wasthe sum of their person-level weights. Adultsage 18 or
older were dso given their salf-response-module weights, adjusted so that the sum of their weightswasthe

sum of their person-level weights.

b. Trimming and Poststratification

Sdlf-response-modul e wei ghts were trimmed and then poststratified to thetotal s that existed before
trimming. In making this adjustment, we used the same cells (sex by age group, sex by whether or not
Hispanic, sex by whether or not black, and education) aswere used for theinitial postdtratification. This
process was performed separately for children and adults. Finaly, asfor the pretrimmed weights, the self-
response-moduleweightsfor children under age 18 were assigned the values of the children’ s person-level
weights; househol ders or householder spouses under age 18 and adults 18 and older were given adjusted
self-response-modul e weights.
2. National Estimates Based on the Supplemental Sample
a. Sef-Response-M odule Nonresponse Adjustment

Thenonresponse adjustment for the self-response modul ewas carried out for the supplementa sample
as described for the 60-site sample national estimates. An adjustment was made to ensure that the sum
of the self-response-module weightsfor children under age 18 matched the sum of the children’ s person-

level weights.
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After dl these adjustmentswere made, children under age 18 were given their poststratified person-
level weights as their self-response-module weights. Adults 18 and older and householders or
householders spouses under age 18 were given their self-response-modul e weights, adjusted so that the

sum of their weights was the sum of their person-level weights.

b. Trimming and Poststratification

After thesdlf-response-moduleweightsfor the supplementa sampleweretrimmed, they wereadjusted
to the pretrimming poststratified totals, using the same cells (sex by age group, sex by whether or not
Hispanic, sex by whether or not black, and education) used for the origina poststratification. This process
was carried out in the same manner as for the site-sample national estimates.
3. Site-Specific Estimates Based on the Augmented Sample
a. Sef-Response-M odule Nonresponse Adjustment

In general, the nonresponse adjustment for the self-response module was carried out for the
augmented site sample in the same manner asfor the site-sample national estimates. For the 12 high-
intengity sites, the nonresponse weighting cellswereformed by site, sex, agegroup, and ethnicity (Hispanic,
black non-Hispanic, other non-Hispanic) and were collapsed asneeded. For theremaining sites, thecell
was simply the site by two age groups.

After dl these adjustmentswere made, children under age 18 were given their poststratified person-
level weights astheir self-response-module weights. Adults age 18 and older and persons under 18 who
were treated as adultsin the survey were given their self-response-module weights, adjusted so that the

sum of their weights was the sum of their person-level weights.
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b. Trimming and Poststratification

After the self-response-module weightsfor the augmented Site sample were trimmed, they wereagain
poststratified to thetotal sbefore trimming, using the same posttratification cdlls. For the 12 high-intensity
sites, thecellswere: steby age group, site by Hispanic/black, and sex. For theremaining sites, the cells
were site and two age groups.
G. WEIGHTSFOR COMBINING THE 60-SITE AND SUPPLEMENTAL SAMPLE

SURVEYS

Thegod of the supplementa sampleisto efficiently augment the site-based sample. Theobjectivein
combining the samplesisto usethefull sample (site and supplementa samples) to achievethe minimum
variancefor nationa estimates. To smplify the combined-sample analyses, we explored procedures to
determine whether a single combined-sample weight (or aset of combined-sample weights) could be
congtructed that would achieve variance estimates near to the minimum variance. Thefollowing sections
will describe the procedure to achieve minimum variance estimates from the combined samples, and the
results for computing the combined-sample weights.

For computing survey estimates combined acrossthetwo surveys, Est(Y), separate estimates can be
computed for each sample component and combined using the equation:

(45) Est (Y) = lambda Y(Site) + (I - lambda) Y(Supp),

where Y(Site) is the survey estimate from the site sample, Y(Supp) is the survey estimate from the

supplementa sample, and lambdais an arbitrary constant between 0 and 1. For the sampling variance, V(Y),

the estimate is computed using the equation:
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(46) V(Y) = lambda’ V(Y(Site)) + (I -lambda)’ V(Y(Supp)),

where V(Y(Site)) isthe sampling variance for the estimate from the site sample, and V(Y(Supp)) isthe
sampling variancefor the estimate from the supplemental sample. Any vaueof éwill resultinan unbiased
estimateof the survey estimate, but not necessarily an estimate with the minimum sampling variance. Two
approaches were used to estimate lambda.

A vaue of lambda can be computed on the basis of the effective sample sizesfor each sample component,
wherethe effective sample sizeis computed using the design effectsfor the Site and supplemental samples,
Deff(Site) and Deff(Supp), respectively. The design effect for an estimate from the site sample is
computed as:

(47)  Deff(Site) = V(Y(Site)|Design) | V(Y(Site)|SRS),

where V(Y(Site)|Design) isthe estimated sampling variance for Y(Site) usng thefull sampling design, and
V(Y(Site)|SRS) isthe estimated sampling variance for Y(Site), assuming a sSimple random sample of the
samesize. Thedesign effect from the supplementa sample, Deff(Supp), is computed analogoudy. The
effective sample sizes, (n,,(Site) and n,; (Supp) for the site and supplemental samples, respectively) are
then computed as.

(48a) n,; (Site) = n(Site) / Deff(Site)

and

(480) n.; (Supp) = n(Supp) / Deff(Supp),

wheren(Site) and n(Supp) arethe nomind sample sizesfor the ste and supplementa samples, respectively.

The value for combining the estimates and variances using the effective sample sizes, (lambda),, is then:
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(49)  (lambda); = n, (Site) /[ n, (Site) + nyy (Supp)]
= [n(Site) V(Y(Site)|SRS) /V(Y(Site)|Design)] /
[n(Site) V(Y(Site)|SRS) / V(Y(Site)|Design) +

n(Supp) V(Y(Supp)|SRS) / V(Y (Supp)|Design)] .

Alternatively, the value associated with minimum variance, lambda ,, can be computed as:

(50) (lambda), = [1/V(Y(Site)|Design)] /[1/ V(Y (Site)|Design) + 1/ V(Y(Supp)|Design)]
= V(Y(Supp)|Design) / [V(Y(Site)|Design) + V(Y(Supp)|Design)].

In this case, the minimum varianceis:
(B1)  W(Y) = [V(Y(Site)) - V(Y(Supp))] / [V(Y(Site)) + V(Y(Supp))]
with the design designation omitted. If the estimated population variances are equal (that is, n(Site) C
V(Y(Site)|SRS) equas n(Supp) C V(Y (Supp)|SRS)), then the two lambdas are equal and, likewise, the two
variance estimates. Our andyses showed that either algorithm for computing lambdas resulted in essentidly the
same value for the variance estimate for the combined samples.

To compute the combined-sampl e estimate with minimum variance, asurvey estimateisderived by
first computing the estimate for each survey component, and computing avalue of lambda using the estimated
variance from each survey component. The combined-sample point estimate is computed using the point
estimatefrom each survey component and thisvalue of lambda (asin equation (45)). Thesampling varianceis
estimated using the sampling variance estimate from each component survey and the computed value of
lambda (asin equation (46)). Although it produces the minimum variance estimates, the process is computer
intensve and resultsin some incond stencies among estimates for percentages and proportions because of

differing vduesof lambda among levels of acategorica variable. For example, proportiond distributions (such
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asthe proportion of the population by insurance type) sometimesdid not sum to 100 percent becausethe
component proportions had different values of lambda. In addition, this two-step process for computing
estimateswould likely pose andytical problemsfor regression andyses and other, more complex andyses.
For these reasons, we explored the use of single or multiple values of lambda to construct one or more weights
that could be used with the combined sample for al analyses.

The concept wasthat avaue (or values) of lambda was needed that would result in the best estimate and
smallest variancefor avariety of andyssvariablesand key populations. Because any valuewould result
inan unbiased estimate, thekey statistic for the analysiswasthe changein the sampling variancerelative
to the minimum variance. We aso evaluated the change in the survey estimate relative to the survey
estimatewith minimum variance. For thisanadys's, 14 andyssvariables (10 categorica and 4 continuous)
and nine popul ations (the full popul ation and el ght subpopul ations) wereidentified. For dichotomous
variables (for example, ayesno variable), the sampling variances for both response options are equd and,
therefore, redundant. After removing redundant and unstabl e estimates (estimates with arelative standard
error of 0.30 or higher), 226 pairs of estimates and sampling varianceswere used in the andyss. Wewill
confine the following discussion of lambda to the minimum variance approach (lambda) , .

The mean value of the lambdas was 0.814 with a median of 0.840 and the distribution of the éswas
skewed, with 13.7 percent of the lambdas |essthan 0.70. Thevalue of lambda isaffected by design effectsinthesite
sample, that is, by the average number of personsinasite and the correlation among responseswithina
dte (that is, theintracluster correlation). As expected, the mean of the lambdas for estimates for the full
population wasthelowest (mean of 0.758 and median of 0.791) because of the number of personsin each
ste. For three key subpopulations (children, blacks, and Hispanics), the mean lambda va ue was gpproximeately
0.83, and the mean of the median va uesfor the three subpopulationswas 0.837. The mean of the median

values (0.837) was used asthe lambda for combining theweightsfor threereasons. First, it wasclosetothe
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median valuefor dl lambdas (0.840). Second, the three subpopulations have rdatively smal sample sizes, and
it wasdesirableto minimize thevariance estimatesfor point estimatesfor these subpopulations. Third, the
optima lambda for the full population would result in lessthan optimal variances for subpopulations; however,
alessthanoptimal /ambda for the full population would not substantially increase the variance for that group.
Our analysisacrossthe 14 andysis variablesindicated that the use of asingle value of lambda (0.837) islikely
to inflate the sampling variance by approximatdly 5 percent for most of the eight subpopulations used (and
thisvariesby anaysisvariable), and up to 10 percent for the larger populations (for example, the full
population or large subpopulations, such as working adults) and for some continuous variables.

Usngthesnglevaueof lambda, the combined-sample weght was computed for personsin the Ste sample
as:

(528) WT(Combined) = (lambda) WT(trimmed site sample weight),

and for personsin the supplemental sample as:

(52b) WT(Combined) = (I - lambda) WT(trimmed national supplement weight).
Usng thisweght, thefull datafile can be processed in asingle program using survey dataanayss software

such as SUDAAN.
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H. SAMPLING ERROR ESTIMATION
1. Background

The CTS Household Survey sample design is complex and requires specialized techniques for
estimation of sampling variances. Standard statistical packages, such as SAS and SPSS, compute
variances us ng formul as assuming the dataare from asimple random samplefrom an infinite popul ation.
In some surveys, the ssmple random sample variance may approximate the sampling variance; witha
design ascomplex asthe CTS, the smplerandom sample varianceislikely to substantialy underestimate
the sampling variance. Departuresfromasimplerandom sample design result in adesign effect that is
defined astheratio of thesampling variance (Var) given the actua survey designto the sampling variance
of ahypothetical simple random sample with the same number of observations. Thus:

Deff = Var (actual design with n cases) .
Var (SRS with n cases)

The sampling variance is ameasure of the variation of an estimator attributable to having sampled a
portion of thefull population of interest using aspecific probability-based sampling design. The sampling
variance represents the average squared differences of the observations from their expected value over
al possible samples of the same s ze and using the same sampling design. Thedassica population variance
isameasure of the variation among the observations in the population, whereas asampling varianceis
ameasure of the variation of theestimate of apopulation parameter (for example, a population mean or
proportion) over repested samples. The population varianceisdifferent from the sampling variance in the
sensethat the popul ation varianceisaconstant, independent of any sampling issues, whereasthe sampling
variance becomes smaller asthe sample sizeincreases. The sampling variance is zero when the full

population is observed, asin a census.
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Based onthe sampling variance, aseries of measures of reliability can be computed for aparameter
estimate or statistic. The standard error isthe square root of the sampling variance. Over repeated
samples of the same Sizeand using the same sampling design, we expect that thetrue value of the statistic
would differ from the sample estimate by |ess than twice the standard error in approximately 95 percent
of thesamples. The degree of gpproximation depends on the didributiond characterigtics of the underlying
observations. Therelative standard error isthe standard error divided by the sample estimate and is
usually presented as a percentage. In generd, an estimate of a population parameter with arelative
standard error of 50 percent isconsdered unreliable and is not reported. Also, an estimate with ardative
standard error of greater than 30 percent may be reported but may beidentified aspotentialy unreliable.

For the Household Survey, the sampling variance estimate isafunction of the sampling design and
the population parameter being estimated; it is called the design-based sampling variance. Thedesign-
based variance assumesthe use of “fully adjusted” sampling weights. Theseweights are derived from the
sampling design, with adjustments to compensate for nonresponse and for ratio-adjusting the sampling
totalsto externa totals (for example, to population totals by age and race/ethnicity generated by the
Bureau of the Census from the Current Population Survey).

For combined nationa estimates at the person level, the average design effect over arepresentative
st of variablesis3.7. Thismeansthat the Sandard error is, on average, d most doublewhat it would have
been if the same number of cases had been selected using asimplerandom sample. With adesign effect
of 3.7, the Household Survey (with 60,446 observations) hasthe equivaent precison of asmple random
samplewith asize of about 16,300. Note that the design effect is generadly lower for subclasses of the

population, because there is less clustering of observations.
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For the CTS Household Survey, the datafiles contain aset of fully adjusted sampling weights and
information onandysisparameters(that is, Sratification and andysisclusters) necessary for the estimation
of the sampling variance for astatistic. Because of the stratification and unequa sampling rates, the
sampling weights and the sampling design features must be accounted for in order to compute unbiased
esimates of population parameters and their associated sampling variances. The estimation of the sampling
variance requires the use of special survey data analysis software or specially developed programs
designed to accommodate the popul ation parameter being estimated and the sampling design. TheCTS
Household Survey Public Use File (Technical Publication No. 7), available at www.hschange.com,
contains tables of standard errors for various types of estimates.

Survey estimatorsfall into two general classes: (1) linear, and (2) nonlinear estimators. Linear
estimates are weighted totals of the persons with an attribute, or means and proportions, if the
denominators are known (for example, when the denominator isapoststratum total or asum of poststrata
totals). Nonlinear estimatorsinclude proportions and means (when thedenominators are unknown and
areestimated fromthe survey), ratios, and correation and regression coefficients. Ingenerd, thevariances
of nonlinear statisticscannot be expressed in aclosed form. Woodruff (1971) suggested aprocedurein
which anonlinear estimator islinearized by a Taylor series goproximation. The sampling variance equation
isthen used on thislinear form (called alinearized variate) to produce a variance approximation for the
original nonlinear estimator.

Most common Statistica estimatesand anadysistool s (such as percentages, percentiles, and linear and
logisticregression) can beimplemented using Tayl or seriesgpproximation methods. Survey datasoftware,
suchas SUDAAN (Shah et a. 1997), usesthe Taylor serieslinearization procedure and can handle the
multistage CT SHousehold Survey design, jointinclusion probabilities, and the stratification and clustering

components of variance.
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Other software packages usethe Taylor series approximations (for example, PC-CARP and Stata),
but they do not account for the survey design as completely as does SUDAAN. A mgjor advantage of
SUDAAN isthat Stesdectionfor the Household Survey used ahigh sampling rate, with unequal selection
probabilities, and without replacement sampling. The SUDAAN estimationalgorithmincorporatesafinite
population correctionfactor. Failureto account for thefinite population correction causes an overestimate
of the variance for national estimates based on the site sample.

The dternative to using the Taylor series approximationsisto use areplication technique, such as
balanced repeated replications, jackknife, or boot strapping. WESV AR usesreplication techniquesto
estimate sampling errors but the current verson does not alow for the incorporation of the finite population

correction for unequal probability sampling.

2. Variance Estimation

The CTSHousehold Survey containsaseries of weightsthat are designed for site-specific or nationa
edimates. The Ste-specific weights are designed for estimates that include units (either FIUs or persons)
from the site sample and units selected in the supplemental sample that were within the boundary of asite.
Theweightsavailable for national estimatesinclude the nationa site sample weights, the supplemental
weights, and the combined weightsthat incorporatethe steand supplemental samples. All threeof the
nationa weightsare poststratified to the same popul ation total sto ensure comparability; however, thethree
nationa samples may not produce precisaly the same point estimates. Thefollowing discussion provides

the variance estimation protocols for each of these weights.
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a. Site-Specific Weights Based on the Augmented 60-Site Sample

Vaiance esimation for Ste-gpecific edimates treats the Stes as sampling drata (with the supplementd
sample casestreated asaseparatefile). Within each of the 12 high-intendity Sites, additiona Stratification
was defined by RDD sample strata (two or three strata, depending on the site; see Tablel1.3) or asfidd
sample. For the RDD sample, FlUsand individuals were treated as being clustered within househol ds.
For the field sample cases, the cluster was defined asthelisting area. The sampleswere assumed to be

selected “with-replacement” in al strata.

b. National Weights Based on the 60-Site Sample

Asdiscussed previoudy, the 60 sites are a national probability sample. Nine of the sites were
aufficiently large that they were selected with probability of 1.0 (that is, they were certainty selections).
Theremaining 51 steswere selected from among three strata: (1) M SAswith 200,000 or more persons
in 1992, (2) MSAswith fewer than 200,000 personsin 1992, and (3) nonmetropolitan areas. The sites
were sdlected with probability proportional to sizewithinthesestrata, using avariation of the probability
minimal replacement sequential selection procedure (Chromy 1979). Becausethesampling rateof sites
wassufficiently large and the Chromy sampling algorithm coul d be assumed, we used thefinite popul aion
correction to improve the estimates of the sampling variances.

The finite population correction isafactor that accounts for the reduction in the sampling variance
occurring when the sampleis sel ected without replacement and arelatively large proportion of theframe
isincludedinthesample. Inanequa probability sample selected without replacement, if 20 percent of the
frameisincluded in the sample, then the vaue of thefinite population correctionis0.80, and the estimated
sampling variance is 80 percent of the sampling variance one would have obtained if the factor were
ignored. For the CTSHousehold Survey, the sampling percentage of steswas sufficiently high among the
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M SAswith more than 200,000 persons, and we used this concept to obtain more accurate and smaller
sampling variance estimates. We also used the finite population correction concept for the MSAs with
fewer than 200,000 persons, but not for the nonmetropolitan areas. For the nonmetropolitan areas, the
sampling rate was sufficiently smal that we assumed with-replacement sampling; thus, the finite population
correction factor was not needed.

For the M SA gites, the sampleswere sdlected without replacement and with unequal probability. To
account for thefinite popul ation correction, we computed the probability of selection of any pair of selected
gtesjointly into thesample. Thesejoint inclusion probabilitiesand asite’ sprobability of selection areused
to compute the finite population correction factor using the Y ates-Grundy-Sen variance estimation
equation (Wolter 1985). The SUDAAN software package permits direct variance estimates based on this
eguation.

The dréification used in the variance estimation condsts of the following 20 andyss srata, o cdled
pseudostrata:

C Nineanalysis strata, one corresponding to each of the nine sites selected with certainty

C Nineandyssstrataformed among the 39 noncertainty sitesin the stratum of MSAswith

200,000 or more persons in 1992 (to facilitate the computation of the joint selection
probabilities)

C One stratum for MSAs with fewer than 200,000 personsin 1992

¢ One stratum for nonmetropolitan areas

Inthenineanaysisstratafor the certainty selections, thereisno first-stage variance component, and only
awithin-sitevariance component exists. For the noncertainty sample of M SAs, we assumed atwo-stage
design, with variance components at thefirst stage (assumingunequal probability and without replacement

selection of the sites) and a variance component within the sites. For the nonmetropolitan sites, we
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assumed that the sSiteswere sl ected with replacement; therefore, the variation among thefirst-stage units
(the sites) accounts for the variance contribution from all stages of selection.

The within-site variance contributions were estimated for the 12 high-intensity sites using the
stratification of the RDD sample and thefield sample. In the low-intensity sites, the site sample was

assumed to be a simple random sample with no stratification.

c. National Weights Based on the Supplemental Sample

The supplemental sampleisanationa RDD sampleusing five dratac four geographic regionsfor areaes
within MSAs and all of the nation for nonmetropolitan areas. Variance estimation assumesasimple
gdratified random sampling design, with househol ds asthe sites and no adjustment for thefinite population

correction.

d. National Weights Based on the Combined Sample

The maximum precision for nationa survey estimates will be obtained by combining the site sample
and the supplemental sample. For computing survey estimates, combined across the two sample
components, Est(Y), separate estimates can be computed for each sample component and combined using
equation (45). The sampling variance of thisestimate, 7(Y), iscomputed using equation (46). Section G
describes the value of lambda we derived to simplify processing without substantial lossin precision.
The combined weights incorporate this value.

Thevarianceestimation protocol treststhe site survey sample and the supplementa sampleasseparate
drata. The combined-sample variance estimation usesthefull variance estimation protocol s (as described)
for each of the component designs. The combined sample weight achieves sampling variancesthat are
dightly larger than the minimum variance (approximately 5 to 10 percent larger, depending on the

population and variable).
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